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Abstract—Energy storage can alleviate the problems that the un-
certainty and variability associated with renewable energy sources
such as wind and solar create in power systems. Besides applica-
tions such as frequency control, temporal arbitrage or the provi-
sion of reserve, where the location of storage is not particularly
relevant, distributed storage could also be used to alleviate con-
gestion in the transmission network. In such cases, the siting and
sizing of this distributed storage is of crucial importance to its
cost-effectiveness. This paper describes a three-stage planning pro-
cedure to identify the optimal locations and parameters of dis-
tributed storage units. In the first stage, the optimal storage loca-
tions and parameters are determined for each day of the year indi-
vidually. In the second stage, a number of storage units is available
at the locations that were identified as being optimal in the first
stage, and their optimal energy and power ratings are determined.
Finally, in the third stage, with both the locations and ratings fixed,
the optimal operation of the storage units is simulated to quantify
the benefits that they would provide by reducing congestion. The
quality of the final solution is assessed by comparing it with the
solution obtained at the first stage without constraints on storage
sites or size. The approach is numerically tested on the IEEE RTS
96.

Index Terms—Energy storage, mixed-integer linear program-
ming, storage siting, storage sizing, unit commitment.

I. INTRODUCTION

NERGY storage can alleviate the problems that the uncer-

tainty and variability associated with renewable energy
sources such as wind and solar create in power systems [1].
However, as long as the cost of large capacity energy storage
remains high, these devices will usually have to support mul-
tiple applications and hence provide multiple benefits to justify
their deployment [2]. For some of these applications, e.g., fre-
quency control, temporal arbitrage, or the provision of reserve,
the location of the storage device does not significantly affect
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the value that it provides. On the other hand, if storage is used
to alleviate congestion or otherwise enhance transmission ca-
pacity, the siting and sizing of the devices determines their use-
fulness and hence their cost-effectiveness.

This paper proposes a framework for optimizing the location
as well as the power and energy ratings of storage units dis-
tributed across a transmission network. Because they are dis-
tributed, these storage devices can perform a spatiotemporal ar-
bitrage that alleviates network congestion and wind spillage,
thus reducing the cost of producing energy using conventional
generating units. Optimizing their location and size involves
balancing the operational benefit that they provide against the
cost of their deployment.

The optimal storage siting and sizing problem is similar to
the transmission expansion problem. The only difference is that
transmission lines move energy in space, while storage moves
energy in time. For this reason, we use the same assumptions
used in transmission expansion planning studies: new transmis-
sion assets are used to reduce congestion and enable large-scale
integration of renewables.

A. Literature Review

The existing literature on energy storage in power systems
can be divided into three categories: storage operation, storage
sizing, and storage siting. Most of the papers published on this
topic focus on storage operation. Given the energy and power
ratings of a storage unit, the aim of these papers is to maximize
the profit that independent power producers who own storage
units can extract from the energy market. These models usually
do not include transmission network constraints. Papers dealing
with the problem of storage sizing are less common. They typi-
cally aim to find the optimal storage capacity at a predetermined
location, usually next to a wind farm or a large load. Storage
siting is the most complex of these three problems and has at-
tracted the least amount of attention. The optimal storage size
(i.e., energy and power ratings) depends on how this storage will
be optimally operated. In turn, optimal storage siting depends on
the size of the storage being considered and how it will be op-
erated. This problem becomes even more complex if, instead of
a single storage unit, distributed storage is considered. In this
case, the number of storage locations is initially undefined.

1) Storage Operation: Varkani et al. [3] discuss the design of
joint bidding by a wind farm and a pumped hydro plant in the
day-ahead and ancillary services markets. The uncertainty of
wind power generation is modeled using a neural network and
the self-schedule is determined using stochastic programming.
Garcia-Gonzalez et al. [4] propose another approach for joint
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market participation by a wind power plant and a pumped hydro
storage plant. Their optimization model relies on a two-stage
stochastic optimization where the day-ahead market prices and
the wind generation are treated as random parameters. These
authors show that the joint operation of a wind power plant and
a pumped hydro plant achieves higher profits than the sum of
the profits that they would obtain individually. The stochastic
profit maximization of a virtual power plant, consisting of a
pumped hydro storage unit, a photovoltaic power plant, and a
conventional generating unit, is proposed in [5]. This model ac-
counts for bilateral contracts and a day-ahead market. The con-
clusions emphasize the importance of an accurate assessment
of the storage unit’s energy and power ratings. A two-stage sto-
chastic bidding model for a virtual power plant, consisting of
a pumped hydro storage unit, a wind power plant, and a con-
ventional generating unit, is proposed in [6]. In this model, a
real-time market is used to balance the day-ahead market bids
and the actual generation.

A method for scheduling and operating an energy storage unit
supporting a wind power plant is proposed in [7]. A dynamic
programming algorithm is used to determine the optimal elec-
tricity exchange, taking into account transmission constraints.
However, only a single transmission line (the one that connects
the bus to which the wind power plant and the energy storage
are connected to the rest of the transmission network) is con-
sidered. The proposed method is suitable for any type of energy
storage. Simulation results show that energy storage enables the
owners of the wind power plant to take advantage of variations
in the spot price, thus increasing the value of wind power in the
electricity market.

Kim and Powell [8] derive an optimal commitment policy
for wind farms coupled with a storage device. These authors
consider conversion losses, mean-reverting energy prices, and
a uniform distribution of wind energy.

Zhou et al. [9] investigate the problem of operating a wind
farm, a storage unit and the transmission system. The system is
modeled as a Markov decision process. They show that storage
can substantially increase the monetary value of a system. For
a typical scenario with tight transmission capacity, storage is
reported to increase this value by 25%, of which 10% is due
to reducing curtailment, 11% to time-shifting generation, and
4% to arbitrage. With looser transmission system constraints,
storage is reported to increase the monetary value of the system
by 21.5%, of which 0.5% is due to reducing curtailment, 17%
to time-shifting, and 4% to arbitrage. In [10], the same authors
investigate the operation of storage devices with different effi-
ciencies in markets with frequent electricity surpluses, i.e., neg-
ative market prices.

Chandy et al. [11] formulate a simple optimal power flow
model with storage, which captures some of the issues related
to the integration of renewable sources and focuses on the effect
that a single storage unit and a single generator have on the op-
timal power flow solution. The economic aspects of investment
in storage are not considered.

Faghih et al. [12] discuss the optimal utilization of storage
and the economic value of storage in the presence of ramp-rate
constraints and stochastically varying electricity prices. They
also characterize the price elasticity of the demand resulting
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from the optimal utilization of storage. While the economic
value of storage capacity is a non-decreasing function of price
volatility, it is shown that due to the finite ramp rates, the value
of storage saturates quickly as the capacity increases, regardless
of price volatility. Finally, it is proven that optimal utilization
of storage by consumers could induce a considerable amount of
price elasticity, particularly around the average price.

An optimal operation strategy for a lossy energy storage
system is presented in [13]. A multi-objective multi-period
optimization is formulated using a model predictive control
scheme, which relies on a linearized version of an adiabatic
compressed air energy storage plant and respects a priori
defined operational limits for the plant, i.e., power and energy
constraints.

2) Storage Sizing: Harsha and Dahleh address the optimal
storage investment problem in [14]. Their study focuses on
a renewable generator aiming to support a portion of a local
elastic demand by storing any excess generation. The goal is
to minimize the long-term average expected cost of demand
not served by renewable generation. The formulation treats
the optimal storage investment problem as an average cost
infinite horizon stochastic dynamic programming problem. The
same authors study the optimal energy storage management
and sizing problem in the presence of renewable energy and
dynamic pricing [15]. The problem is formulated as a sto-
chastic dynamic programming problem that aims to minimize
the long-term average cost of conventional generation, as
well as investment in storage, if any, while satisfying all the
demand. These authors prove that under constant electricity
prices storage is profitable if the ratio of the amortized cost of
storage to the price of electricity is less than 1/4.

A probabilistic reliability assessment method for determining
the adequate size of energy storage and transmission upgrades
needed to connect wind generation to a power system is pro-
posed in [16]. Energy storage is operated as a transmission asset.
The paper focuses on the reliability impact of storage and its ef-
fect on the utilization of the available transmission capacity and
does not address its economic value.

3) Storage Siting: Dvijotham et al. [17] have developed a
heuristic algorithm for siting energy storage. Their approach
places storage at all candidate buses and then solves a tem-
poral optimization problem to determine the likely usage of
the storage over a large range of renewable generation fore-
casts. Statistics describing usage patterns are used to reduce the
number of storage devices.

Denholm and Shioshansi [18] examine the potential ad-
vantages of co-locating wind and energy storage to increase
transmission utilization and decrease transmission costs. They
demonstrate that co-locating a wind power plant and a storage
unit decreases transmission requirements but also decreases
the economic value of energy storage compared to when it is
located at the load. They conclude that locating the storage at
the wind farm is less attractive than locating it near the load
if the storage device is able to take advantage of high-value
ancillary or capacity services. Additionally, they conclude that
the optimal size of co-located compressed air storage system is
less than 25% of the rated wind power plant capacity.
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ratings

Fig. 1. Three-stage decomposition of the proposed storage siting and sizing
problem.

B. Proposed Methodology and Contributions

In contrast with the papers discussed above, the methodology
proposed in this paper captures both the economic and technical
aspects of investment in storage. In addition, it considers not
only the benefits for a specific wind farm, generating unit or
load, but the system-wide effects.

In order to assess the benefits of investment in storage, at
least an entire year of operation needs to be considered. How-
ever, solving a single unit commitment (UC) problem that de-
termines optimal storage locations and parameters for a whole
year is far beyond what is computationally doable at this point
in time. Therefore, a UC problem is solved for each day of the
year separately. We propose a three-stage decomposition of the
problem, as shown in Fig. 1.

Stage 1: At the first stage, it is assumed that a storage device
of unlimited energy and power ratings is available at each bus.
Generator status from hour 24 is passed on to the following day
as initial generator conditions, while the storage locations and
ratings are independent from day to day. The objective func-
tion of this optimization problem takes into account both the
operating cost of the system and the per diem cost of storage in-
vestment. In other words, a reduction in operating cost needs to
justify the storage investment cost. The result of the first stage
are optimal locations, as well as power and energy ratings, of
storage installations for each day of the year. Obviously, this re-
sult has no real-world meaning because storage locations and
ratings cannot be changed daily. However, comparing the UC
costs achieved under these idealized conditions with the min-
imum cost achieved without storage devices gives the max-
imum possible operational savings that could be achieved by
deploying storage. Furthermore, these results can be used as fol-
lows to identify storage locations that are most beneficial to the
system. Buses are first ranked according to the number of days
where the optimization decides to make use of some capacity
at that location. A threshold number of days is then set and the
buses where storage is used less often than this threshold are
discarded from further consideration. The buses that are ranked
above the threshold are deemed to be the most favorable loca-
tions for deploying storage and are passed on to Stage 2. Low-
ering this threshold increases the number of storage locations.

Stage 2: In the second stage, a UC problem is solved for
each day of the year, once again taken individually, but this
time storage is deemed available only at the locations identified
at Stage 1. No constraints are placed on the energy and power
ratings of these storage units during this optimization. Again,
the generator data is passed on to the following day, while the
storage ratings are independent from day to day. The maximum

used to determine these ratings, experiments have shown that
averaging gives the best results. Furthermore, using the average
ratings facilitates the comparison between the results of Stages
2 and 3 because the overall investment costs remain the same.

Stage 3: At the third stage, the UC problem is again solved
day-by-day for the whole year, but this time with fixed storage
locations and ratings. At this stage, both the generator and the
storage status is passed on to the following day. The results of
this stage indicate the benefits that can realistically be achieved
by deploying different amounts of storage. Comparing these re-
sults with those of the previous stages also provides an upper
bound on the loss of optimality caused by the proposed decom-
position.

The contributions of this paper can be summarized as follows:

1) The proposed approach determines the locations and rat-
ings of distributed energy storage that maximize the system
benefits of spatiotemporal arbitrage.

2) The method captures all the important aspects of the
problem: seasonal variations in load and renewable energy
generation, correlations between the productions of the
wind farms or other stochastic renewable energy sources,
conventional generator characteristics and locations, and
transmission system constraints.

3) The benefits of investments in energy storage are unam-
biguously identified, which enables a rigorous assessment
of different investment policies.

In this paper we assume that a benevolent, vertically inte-
grated utility owns and operates all the distributed storage units,
and can thus make all decisions regarding system planning and
investments. If the electricity markets are sufficiently competi-
tive, the results obtained from this perspective should provide a
good indication of the location and amount of storage that mer-
chant operators would deem profitable.

II. FORMULATION

The problem is formulated as a three-stage mixed-integer
linear program and uses a lossless dc representation of the trans-
mission network. Using a dc representation of power flows may
result in up to 5% error in line loadings, but is justified in techno-
economic and planning studies [19]. The error can be reduced
by estimating losses a priori and including them in the load [20].

The following indices are used in the formulations of all three
stages:

b Index to the piecewise linear segments of the cost
curve of a generating unit, from 1 to B.

i Index to the set of generating units, from 1 to /.

j Index to the set of start-up cost of generating units,
from 1 to J.

l Index to the set of transmission lines, from 1 to L.

8 Index to the set of buses, from 1 to S.

t Index to the set of time periods in the optimization

horizon, from 1 to 7.
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A. Stage 1
The objective function of Stage 1 for each day of the year is

Minimize
w5 (8,02 (4,25 (£),C4 (1)1 (1), g, 5 (1) meg ()0 1 (4),
S0UTe(t),chy(t) diss(t),SoCMaX cpMaX oy, (1,04 (t)

T I S
DD TCE) + D (S0 TCh, + ch™ - IChpu) . (1)
t=1 i=1

s=1

It minimizes the sum of the generation costs C;(¢) of all the
generators ¢ over all time periods ¢ and the daily investment cost
in storage. The cost of investing in storage depends on both
the energy and power ratings of the unit. The energy compo-
nent is obtained by multiplying the maximum state of charge of
each storage unit SoC** (MWh) by the net present value of
the daily investment cost per MWh, 7C',, (§/MWh). Similarly,
the power component of this investment cost is the product of
the maximum charge or discharge rate of the unit ch*** (MW)
by the net present value of the daily investment cost per MW,
1Cp0q (8/MW). These net present values are obtained by mul-
tiplying the energy and power rating costs by the daily capital
recovery factors:

re(147)" 1

I1C., =c¢en 2)
(I4+r)"—1 Nyeor
re(1+7r)h 1
IC, ow = Cpow .
pow = oW (T 1 Nyar )

where ¢.,, and ¢y, are respectively the cost per MWh and per
MW of a storage unit; & is the equipment lifetime; # is the an-
nual interest rate; and Nyeq, is the number of days in a year.
The attractiveness of storage is dictated by the values /C,,, and
1Cy0w, which depend on the cost per MWh and per MW of a
storage unit, the storage lifetime and the annual interest rate.

The Stage 1 optimization is subject to the following con-
straints:

1) Constraints on the Binary Variables:

yi(t1) — zi(t) = wi(ty) — g7 " Vi< 4)
yi(t) — 2z(t) = ()—mi(t—l) V2<t<T,i<I (5
yi(t) +zi(t) <1 VE<T i < 1. (6)

Equations (4)—(6) relate the binary variables used to define
the state of generator ¢: on-off status z;(t), start-up status y;(#)
and shut-down status z;(#). These variables are equal to 1 if gen-
erator 7 is: 1) producing electricity; 2) started-up; 3) shut-down
at time period ¢, and 0 otherwise, respectively. Initial generator
on-off status is g;" off

2) Generator Output Constraints.

B
2 (t) + Z kib - pip(t)
b=1

+sug(t) vi<T,i<I 7

Ci(t) =

B

= pist) VISTi<I @®
b=1

pi(t) > g - mi(t) VI<Ti<I ©)

pis(t) <giy™ - (10)
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Equation (7) defines the generation cost C;(#) as the sum of
no-load generation cost, the variable generation cost and the
start-up cost, suc;(¢). The no-load cost, a; ($), is multiplied
by the unit on-off status x,(t). The variable generation cost
is calculated using piece-wise linear cost curves. The slope of
segment b of generator i’s cost curve, k; 5 ($/MW), multiplies
the power produced by that generator on this segment, p; 5 (%)
(MW). Constraint (8) defines the generator outputs, p; (%), as
the sum of the power that it produces on each segment of its
cost curve, p; ;(t). Constraints (9) and (10) impose minimum
limits on generator outputs, g™, and maximum limits, g%,
on each output segment p; 5 ().

3) Generator Minimum Up and Down Times:

T[(t) — g;)nfoﬂ' Vit S L;lp,min +L;10wn,min?i S b (11)
t
Z yi(tt) < (1) WE> LYPMN < T (12)
tt=t—g;P+1
t .
Zitt) <1 —ay(t) WE> LI <
tr=t—gdown
(13)
Constraint (11) sets on-off status for the first L"p’mm or

Ld(m n,min

; (at least one of these is zero) time periods to be equal
to the generator i on-off status, g™ °%, at +=0. L™ is equal
to max{0, min{T, (¢;* — ¢;* 1mt) . gf“‘"ff}} which is the
number of time perlods that generator ¢ has to be on at the be-
ginning of the optimization horizon. Analogously, L&**™™™" is
equal to max{O min{T, (giown — gdowminity (1 _ gon—offyry
Parameter ¢;* is the minimum up time of generator i, while
gdown s its minimum down time. g™ is the time that gen-
erator i has been up before the first time period, and g&'®"™™*
is the time that generator ¢ has been down before the first time
period. Constraints (12) and (13) enforce minimum up and
down time for the remaining time periods.

4) Start-Up Costs:

E w; J

Y=wilt) VE<T,i<I (14)

mm{t 1>uell";’+1 l}

’wi’j (t) < Z (t — tt)

tt= qucl‘“‘

{j<J 1 /\buchm<gdown mlt+t—1<suc}i‘;‘+l}

=JA bll(,hm < Jdown init +t— 1}

Vf<Tz<I,j§J (15)

SUuC; w; (1) - @u(’”’qt Vi<T,i<I. (16)

MN

=1

Binary variable w; ;(t) is equal to 1 if generator 7 is started at
time period ¢ after being off for j time periods, and 0 otherwise.
Equation (14) forces one j element of w; ;(¢) to be equal to 1
if a generator is started at time period ¢, i.e., if y;(¢) = 1. Con-
straint (15) is used to determine which j element of w; ; (1) will
be set to 1, depending on the number of time periods a generator
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has been off. bu(,}”;‘ denotes the time limits of each segment of
the stepwise j-segments start-up cost curve of generator . The
first term on the right-hand side determines the proper j element
to be equal to 1 if a generator was last shut down within the op-
timization horizon. The second term is equal to 1 if a generator
was last shut down up to .J time periods before the current one,
including the down time prior to the optimization horizon. The
third term is equal to 1 if a generator has been shut down for .J
or more time periods, including the down time prior to the opti-
mization horizon. Being shut down for J or more time periods
results in the highest start-up cost. The actual start-up cost is de-
termined in (16) by multiplying the binary variable w; ;(#) with
the corresponding stepwise start-up cost values buc“’“.
5) Ramping Constraints:

— rampd®™ < pi(ty) —p! Vi< T 17)
ramp}® > p;(t) —p? Vi<I (18)
— rampl®™ < pi(t) —pi(t —1) V2<t<T,i<I (19)
ramp,” >pi(t) —pi(t —1) V2<t<T,i<I. (20)

Constraints (17) and (18) enforce respectively the ramp down
and ramp up constraints for the first time period, accounting for
the generator output at =0, p{. The ramping constraints for the
remaining time periods are enforced by (19) and (20).

6) Storage Constraints:

SoC(t) = SoCs(t — 1) + chy(t) - At — dis,(t)
At Vi< T, s< 8 2D
SoCs(1) < SoCP™ Vit <T s <8 (22)
chs(t) <ch®™* Wt <T,s<8 (23)
diss(t) <chP® Vi <T,s<8. (24)

Equation (21) sets the storage state of charge, SoC(t), at the
end of time period ¢ as a function of its state of charge at the end
of the previous time period and of the charging or discharging
that took place during time period ¢. Constraints (22)—(24) im-
pose an upper limit SoC** (MWh) on the state of charge, and
ch®* (MW) on the rates of charge and discharge. Note that at
Stage 1, these limits are treated as variables. Charging and dis-
charging power limits are assumed to be equal.

When a storage technology does not support an independent
choice of energy and power ratings, the first term in the brackets
of the objective function (1) is discarded, and the following con-
straint is added:

SoCF** = R-ch™ Vs <8 (25)
where R is the constant energy/power ratio for the storage tech-
nology that has been chosen.

7) Transmission Constraints:

I w
Z pi(t) + Z (awy, (B) — cwy, (1))
i=1:€S w=1|lweSs
Y B (b0~ 6a()
{s,m}eL|lm>s
£ B () - 0u®) (26)

{s,m}€L|lm<s

-h(E
+ disy(t) - nais = do(t) + %
ch

— Lo < Bam (05(1) — 0 (1)) LT VEST {s,m} €L
(27)
—w<(t) <7 Vi<T,s <S8\ s:reference bus (28)
O,(6)=0 ¥Yt<T,s: (29)

Vi<T,s<S§

reference bus.

Equation (26) is the power balance constraint. aw,,(¢) is the
available power output of wind farm w, while cw,, (t) is a posi-
tive variable representing the curtailed wind output. By, is the
admittance of the line connecting nodes s and 1 (S), and 0,(t)
is voltage angle at bus s (rad). dis,(¢) and chs(t) are the dis-
charging and charging rates of storage at bus s, with charging
and discharging efficiencies 7q;s and 7).;,. Demand at bus ¢ is de-
noted with d,(¢). Constraints (27) impose the limit 272 on the

line flows. Constraints (28) and (29) limit voltage angles and set
the reference bus.

B. Stage 2

The Stage 2 model is identical to the Stage 1 model, with the
exception of constraints (22)—(24), which are replaced by the
following:

SoC,(t) < SoCI™ g, VELT, s< 8 (30)
chs(t) <eh™ .qs VE<T,s<S8 31)
disg(t) <echP™ .qs VE<T,s<8. (32)

This formulation deploys storage only at selected buses by
setting the binary parameter ¢, to 1.

C. Stage 3

The Stage 3 model differs from the Stage 2 model only in
treating SoC"™* and ch;*™* as fixed parameters, instead of vari-
ables.

III. CASE STUDY

A. System Data

The proposed approach was tested using the modified version
of the IEEE RTS-96 [21] shown in Fig. 2 with an hourly time
step. The generator data, including cost curves and conditions
prior to the optimization horizon, are from [22]. We have added
19 wind farms with a total installed capacity of 6900 MW to this
73-bus, 96-generator, 51-load, and 120-line system. Table I lists
the parameters of these wind farms: 3900 MW of wind power
capacity are located in the western subsystem, 2400 MW in cen-
tral subsystem, and only 600 MW in the eastern subsystem. The
line ratings were reduced to 80% of their original values. This
topography is intended to resemble ERCOT, where the West
Zone contains most of the wind generation that needs to be evac-
uated to the metropolitan areas with high demand [23].

B. Wind Data

Wind power production was simulated for a whole year with
a one-hour resolution using a time series model of wind speeds
derived from NREL’s Western Wind dataset [24]. This model
provides 10-min wind speed and wind power data from 2004 to
2006 at 32 043 sites across the western USA. Each location is an
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Fig. 2. Updated IEEE RTS-96.

TABLE I
WIND POWER PLANT DATA

Capacity Annual Capacity Annual

Bus (MW) utilization | Bus (MW) utilization
factor factor

101 300 35% 202 300 30%
114 300 33% 212 300 41%
116 600 35% 213 300 40%
117 600 33% 219 150 39%
118 300 26% 220 600 40%
119 600 37% 223 600 36%
120 600 38% 301 150 37%
121 300 27% 306 300 33%
123 300 36% 309 150 36%
202 150 33%

artificial wind site with 10 aggregated Vestas V90-3MW wind
turbines. Neighboring sites are grouped to build geographically
correlated large capacity wind farms. Data from 2004 and 2005
is used to build the model, while data from 2006 is used for
calibration.

The wind speed data is normalized by subtracting from each
data point the average for the corresponding month and dividing
it by the standard deviation for the corresponding hour of the
month [25]. Then, the de-trended data is transformed into sta-
tionary Gaussian distributed series using empirical distribution
function.

Next, the following time series models are fitted to this
normalized data: AR(2), AR(3), ARMA(2,1), ARMA(3,1), and
ARMAC(3,2). Each model is adaptively updated every 6 hours
based on the most recent 120 hours of wind data for 2006. After
each update, each model provides a new 6-hour prediction.

This way, the resulting deterministic wind output captures the
wind characteristics of all three years of available wind data.

Spatial correlation between the wind farms is implemented
using a covariance matrix that generates spatially correlated
random noise [26]. For each model, 100 estimates are gener-
ated based on this random noise, resulting in a total of 500 es-
timates every 6 hours. Applying an inverse transformation and
adding the trend to each of these normalized estimates produces
the actual wind speed dataset. The wind speed series is then
converted into wind power series using a power curve derived
from the original dataset. The final deterministic wind forecast
is obtained averaging the 500 wind power estimates from the
previous stage. The same procedure is used to obtain wind sce-
narios for the sensitivity analysis.

The final wind penetration varies by the hour and ranges from
0 to 126% of the hourly load. For comparison, in 2013 wind
farms were generating more electricity than Denmark’s needs
during 258 hours, peaking at 142% on December 1, during the
fifth hour [27]. Average available wind energy in the test system
is 37% of the load. As a real-world comparison, in 2013 Den-
mark produced 28% of its electrical energy from wind farms,
with a target of producing more than 50% of its electricity from
wind farms by 2020 [28]. A similar increase is planned in Ire-
land, where the expected energy generated from wind by 2020
is 37% [29].

C. Storage Data

The following costs of storage devices are analyzed:
1) $20/kWh and $500/kW;

2) $50/kWh and $1000/kW;

3) $100/kWh and $1500/kW.



This article has been accepted for inclusion in a future issue of thisjournal. Content is final as presented, with the exception of pagination.

PANDZIC et al.: NEAR-OPTIMAL METHOD FOR SITING AND SIZING OF DISTRIBUTED STORAGE IN A TRANSMISSION NETWORK 7
20 TABLE II
+Bus 121 Bus 325 DESCRIPTION OF THE STAGE 2 CASES

|
200 ‘

150 b

Bus 116

Days

»High Wind
--Wind 50%
o No Wind

t Bus 202

100 [\ i Bus 223

| |
| ||-Bus 119 ‘1‘

A Bus 208

[l 1

Fig. 3. Number of days in the year during which storage would be used at
each bus according to the Stage 1 optimization (storage priced at $20/kWh and
$500/kW).

The expected battery lifetime is 20 years, and the interested rate
is 5%. This data is used in (2) and (3) to calculate daily net
present cost of storage investments.

Storage efficiency factors are 0.9 for both charging and dis-
charging, resulting in a round-trip efficiency of 0.81.

D. Results for $20/kWh and $500/kW

Based on these data, the Stage 1 optimal schedule results in
a $408 442 874 annual generation cost, which is a 2.46% re-
duction compared to the schedule that does not take advantage
of storage devices. These devices also reduce the number of
hourly committed generating units by 4.68%, i.e., from 148 487
to 141 533 annually. Wind curtailments decrease by 40%, from
1342283 MWh of spilled wind energy to 804 045 MWh.

Fig. 3 shows on how many days storage would be used at
each bus. The most favorable storage locations include buses
121 (225 days), 325 (223 days), 202 (120 days), 116 (119 days),
223 (97 days), 119 (74 days), 208 (72 days), and 117 (70 days).
Generally, these locations are near wind farms (e.g., buses 121,
202, 116) or along the corridors of high transit of wind gener-
ation towards large load centers (e.g., bus 325). On the other
hand, at 60 out of 73 buses in the system storage would be used
less than 50 days a year.

Fig. 3 also shows the results when available wind is reduced
by 50% (18.6% penetration of wind energy) and without any
wind. These curves are analyzed in Section IV-C.

Table II shows the locations that are considered in the Stage 2
storage optimization. The naming convention used to describe
these locations is as follows. “s.X X X denotes the case where a
single storage unit is located at bus X X X . “thrsY Y'Y denotes
the case where storage is deployed at all the buses where storage
is used more often than the threshold of YY'Y days per year.
These thresholds have been chosen to bring about the inclusion
of different number of storage locations.

Although the threshold rule is heuristic, it performs well be-
cause it considers the average benefit. For example, if a spe-
cific storage location is beneficial for a certain day and not for
any other days, the benefit obtained on that single day is re-
duced or eliminated by mediocre performance on the other 364
days. On the other hand, if a specific location is favorable for

Buses with Buses with
Case Case
storage storage

s116 116 thrs100 116,121,202,325

s121 121 thrs80 116,121,202,223,325

s202 202 thrs74 116,119,121,202,223,325

s325 325 thrs72 116,119,121,202,208,223,325
thrs200 121,325 thrs70 116,117,119,121,202,208,223,325
thrs120 121,202,325

storage placement during many days of the year, the overall
benefit would be much higher than in the previous case. Ad-
ditionally, the threshold rule is suitable for real-world applica-
tions because it enables a system planner to set the number of
storage locations, which keeps the results in accordance to real
plans and goals. The threshold selection analysis performed in
this paper also provides valuable information on the minimum
number of storage locations needed to achieve maximum sav-
ings.

Table III shows the results of Stage 1 and Stage 2. For each
bus where storage is located, it gives the number of days during
which storage would be used, the average of the maximum en-
ergy stored and the average of the maximum power injected or
extracted. The results for Stage 1 assume that storage is avail-
able at all buses, not only at those listed. In all cases, the storage
at bus 325 has the lowest capacity/power ratio, mostly below
six. On the other hand, the storage at bus 116 has the highest
ratio, usually above seven. Deploying storage at bus 121 would
require the largest capacity, in terms of both energy and power.
The reason for this is that the energy from this storage is used
both to supply the load in the eastern subsystem via bus 325 and
the load in the southern part of the western subsystem via bus
115. Bus 202 is suitable for storage placement because it accom-
modates two wind farms and is located next to the high-demand
southern part of the central subsystem. Storage at this bus is
used to mitigate wind volatility and to provide a steady power
supply to the neighboring loads. As the threshold decreases, the
number of storage units in the system increases, causing the total
storage capacity to spread across the system, reducing the indi-
vidual average storage capacities.

After running the Stage 2 model, the average of the daily
maximum energy and power capacities are calculated and set
as the storage ratings in the Stage 3 optimization. Using av-
erage daily capacities ensures that stages 2 and 3 assume the
same investment costs and makes their results directly compa-
rable. Fig. 4 shows the reduction in generation costs achieved
at all three stages for different investment levels. Storage in-
vestment costs are calculated based on the energy and power
ratings shown in Table III. Because they require the same in-
vestments, points on the Stage 2 and Stage 3 curves are ver-
tically aligned. Investing $50M into storage at bus 325 would
reduce the generation expenses by 0.6%. Savings increase with
the level of investment, but saturate as the number of storage
locations increases. The Stage 3 curve, which represents solu-
tions with fixed storage ratings, is just below the Stage 2 curve,
indicating a minor loss of optimality. The savings achieved for
cases thrs70, thrs72, thrs74, and thrs80 are almost identical to
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TABLE III
RESULTS OF THE STAGE 1 AND STAGE 2 OPTIMIZATIONS
(STORAGE PRICED AT $20/KWH AND $500/KW)

Avg. energy  Avg. power .

Case Bus  Days (MWh) MW) Ratio
116 119 424 57 74

17 70 55 8 6.9

119 74 99 14 7.0

Stagel | 12! 229 541 77 7.0
202 120 107 16 6.7

208 72 18 3 6.1

23 97 235 35 6.7

325 223 225 37 6.1

116 132 303 41 74

117 90 117 17 6.9

119 121 247 36 6.9

121 258 629 93 6.8

hrs70 ) o 156 143 2 6.5
208 129 76 12 62

23 163 354 54 6.5

325 273 243 41 5.9

116 135 363 50 72

119 127 238 35 6.7

121 265 676 100 6.8

thrs72 | 202 155 148 2 6.6
208 129 76 12 62

23 163 358 55 6.5

325 280 260 44 5.9

116 144 365 51 71

119 124 246 36 6.8

121 269 688 101 6.8

hrs7d ) o 178 167 26 6.5
23 174 375 58 6.5

325 282 242 41 5.9

116 170 504 71 71

121 265 708 104 6.8

thrs80 | 202 173 219 34 6.5
23 171 425 66 6.5

325 271 233 41 57

116 167 597 85 7.0

121 259 698 104 6.7
thrs100 1 250 105 318 49 6.6
325 293 302 52 5.8

121 285 1014 150 68
thrs120 | 202 201 403 60 6.8
325 300 302 52 5.8

121 295 1146 171 6.7
thrs200 1 35 30 354 60 5.9
sI16 | 116 298 1393 204 6.8
s121 | 121 302 1128 168 6.7
202 | 202 319 681 109 62
325 | 325 328 457 84 54

the ideal savings achieved at Stage 1. This demonstrates that the
heuristic decomposition involved in going from Stage 1 to Stage
2 and from Stage 2 to Stage 3 is valid.

Fig. 5 shows that investing in storage reduces the number
of generating units online. However, this effect is not as linear
as the one between the storage investment and the reduction in
generation cost. Fig. 6 shows how investments in storage reduce
the amount of wind curtailment. For this particular test case, the
potential for reducing wind curtailment is 40% at Stage 2, and
20% at Stage 3, as compared to the base case without storage.
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Fig. 4. Reduction in generation cost for different investment levels, as com-
puted at the three optimization stages (storage priced at $20/kWh and $500/kW).
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Fig. 5. Reduction in the number of generating units online for different in-
vestment levels, as computed at the three optimization stages (storage priced at
$20/kWh and $500/kW).
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Fig. 6. Reduction in wind curtailment for different investment levels, as com-
puted at the three optimization stages (storage priced at $20/kWh and $500/kW).

To reduce the generation cost the optimization may sometimes
find it more beneficial to reduce wind spillage and in other cases
to reduce the number of units online.

Fig. 7 shows that the number of years required for invest-
ment in storage to break even ranges from 7.5 to 14.8 years, de-
pending on the investment level. These breakeven periods as-
sume that the only source of revenue for these storage instal-
lations is spatiotemporal arbitrage. In practice, the other bene-
fits that distributed storage units can provide (such as ancillary
services, deferment of transmission and generation investments,
reduced generator cycling and maintenance costs) may reduce
these breakeven periods.

Curves in Figs. 4-7 do not exhibit the classical saturation
shape because they are the result of optimization procedures.
They are truncated at around $200M because the additional in-
vestments would not be justified by the additional savings in
operating cost. Instead, the saturation manifests itself through
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Fig. 7. Expected breakeven periods for different investment levels (storage
priced at $20/kWh and $500/kW).

TABLE IV
RESULTS OF THE STAGE 1 AND STAGE 2 OPTIMIZATIONS
(STORAGE PRICED AT $50/KWH AND $1000/KW)

Case Bus Days AVEM:;;E;gy Av(gM]zx(;\))ver Ratio
21 65 2 1 41
Stage 1| s 49 18 3 5.4
121 146 50 10 5.0
hrsd9 o5 3 15 4 38
si2l | 121 157 48 10 49
$325 | 325 182 35 10 36

grouped results at the tails of the curves in Figs. 4-7. The min-
imum number of storage units that reach the point of saturation
is five, as determined by the thrs80 case. This provides impor-
tant information to a system planner: the maximum positive im-
pact of distributed storage units is achieved with five storage
units located at buses 116, 121, 202, 223, and 325.

E. Results for $50/kWh and 31000/kW

Stage 1 results in $418 053 227 annual generation cost, which
is 2 0.16% reduction as compared to the case with no storage de-
vices. Modest savings, as compared to the previous case study,
are the result of high storage investment cost. The sum of hourly
committed units is decreased by 0.50%, and wind curtailment is
reduced by 1.23%.

Number of days in which storages are used is significantly
reduced as compared to the previous case study. The most fa-
vorable buses are 121 (65 days) and 325 (49 days). All the other
buses use storage during less than 35 days throughout the year.
For Stage 2 we consider three cases: s121, s325, and thrs49,
implying storages at buses 121 and 325. Results of Stage 1 and
Stage 2 models are presented in Table IV. Stage 1 results in-
clude other storage locations, apart from the ones listed in the
table. Storage units have much lower energy and power ratings,
as compared to the previous case study. The results show that
in the s325 case, the storage is used during 182 days, which is
exactly half of the year. In other cases, the storage utilization
is even lower. This suggest that the benefit of storage at these
prices is very low.

After running the Stage 2 model, average daily energy ca-
pacities and power ratings are calculated and fed to the Stage
3 model. Comparison of Stage 1, Stage 2, and Stage 3 reduc-
tion in generation cost, number of generating units online, and

@
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Fig. 8. Savings in generation costs (upper-left chart), reduction in the number
of generating units online (upper-right chart), reduction in wind curtailment
(lower-left chart), and expected breakeven periods (lower-right chart) for dif-
ferent investment levels, as computed at the three optimization stages (storage
priced at $50/kWh and $1000/kW).

wind curtailment for different investment policies is provided in
Fig. 8. All the values are very low, besides the storage breakeven
periods, which range from 19 years, for Stage 1, up to 55 years,
for Stage 3 thrs49 case. These results indicate that the storage
prices are too high to benefit from its utilization.

FE. Results for $100/kWh and $1500/kW

Storage investment costs are too high and no storage is used
during any days throughout the year.

G. Computational Burden

All the simulations were carried out using CPLEX 12.1 run-
ning under the GAMS 23.7 [30] environment on an Intel i7
1.8-GHz processor with 4 GB of memory. The optimality gap
was set at 0.6%. At each stage, a 36-hour UC is solved for each
day of the year. The optimization for the following day is ini-
tialized based on the conditions at hour 24 of the previous day.
This rolling horizon keeps the system in a favorable state for the
following day.

The total computation time for Stage 1 was 22 hours, or 3
min 37 s per day. The overall Stage 2 computation time ranged
from 9 hours for single storage cases up to 12 hours for the most
demanding thrs70 case. Stage 3 required from 3.5 to 4 hours,
depending on the case.

H. Sensitivity Analysis

A robust method for siting storage should be insensitive to
small deviations in the expected wind output. To test whether
this is actually the case, we performed a sensitivity analysis to
quantify the effect of wind scenarios on the choice of storage
locations. Fig. 9 compares the results of optimal storage loca-
tions presented in Fig. 3 with scenarios that result in approxi-
mately 5% lower, 1% lower, 1% higher, and 5% higher annual
wind energy output. The results are almost identical and optimal
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Fig. 9. Sensitivity analysis for different wind realizations of wind throughout
the year (storage priced at $20/kWh and $500/kW).
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TABLE V
SENSITIVITY OF THE SAVINGS IN OPERATING COST TO CHANGES IN THE
ENERGY AND POWER RATINGS FROM THE VALUES CALCULATED AT STAGE
2 (STORAGE PRICED AT $20/KWH AND $500/KW)

80% of the 90% of the 110% of the 120% of the
Case Average
average average average average
sl16 1.52% 1.54% 1.54% 1.43% 1.19%
s325 0.64% 0.66% 0.67% 0.58% 0.31%
thrs100 2.01% 2.08% 2.11% 1.82% 1.34%

locations match perfectly. This indicates that the proposed pro-
cedure is insensitive to small variations in wind realizations on
annual basis.

At the end of Stage 2, we average the “optimal” energy and
power ratings calculated for each day and use these quantities to
set the ratings for the storage units. While this heuristic rule ap-
pears to work well, Table V shows the sensitivity of the net ben-
efits to changes in the energy and power ratings of the storage
units around the average annual values calculated based on the
results of Stage 2. Using higher than average power and energy
ratings rapidly decreases the benefits because of the higher in-
vestment costs. On the other hand, reducing the installed ca-
pacity decreases the savings in operating costs, but the reduced
investment costs keep the overall benefits closer to the values
achieved using the average power and energy storage ratings.

IV. ADDITIONAL ANALYSIS

In order to provide relevant conclusions on the performance
of the proposed method, we provide an analysis of the impacts
that congestion, the distribution of wind resources and the wind
penetration level have on the results.

A. Impact of Congestion

In order to examine the impact of congestion, we ran a test
case with no line flow limits, i.e., no congestion can ever occur.
The results of Stage 1 are shown in Fig. 10. The results show
that the most favorable storage locations are at buses 325 (208
days), 324 (165 days), and 323 (162 days). Based on this, we
ran the following instances of Stage 2 optimization:

1) s325—storage allowed only at bus 325;

2) thrs165—storage allowed only at buses 325 and 324;

3) thrs160—storage allowed only at buses 325, 324, and 323.

Fig. 11 shows the differences between the daily operating cost
of all three Stage 2 cases and the Stage 1 results. All the differ-
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Fig. 10. Number of days in the year during which storage would be used at
each bus according to the Stage 1 optimization for the case with no line flow
limits (storage priced at $20/kWh and $500/kW).
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Fig. 11. Differences between daily operating cost of the three Stage 2 cases and
Stage 1 results for the case of no line flow limits (storage priced at $20/kWh and
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Fig. 12. Daily investment in storage for Stage 1 and three cases of Stage 2 for
the case of no line flow limits (storage priced at $20/kWh and $500/kW).

ences are within the 0.6% optimality gap used for all optimiza-
tions. This shows that the reduction in available storage loca-
tions from Stage 1 (all buses available) to Stage 2 (only one to
three buses available, depending on the threshold) does not re-
sult in any loss of optimality.

Fig. 12 shows the daily investment in storage for Stage 1 and
three cases of Stage 2. For most days the total investments are
very close.

Table VI provides a detailed analysis of a randomly selected
day (i.e., day 168). For this day, Stage 1 and s325 result in
exactly the same installed storage energy and power capacity.
However, in the Stage 1 solution storage is distributed across
15 buses, while in the s325 solution it is located at a single bus.
Regardless of the location of storage, the Stage 1 and s325 so-
lutions operate the storage in the same way and the overall cost
is exactly the same.
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TABLE VI
ANALYSIS OF DAY 168

Stage 1
Stage 1 s325 thrs165  thrs160 (0% gap)
Objective 1.097.392 1,097,392 1,096,452 1,096,323 1,096,238
function ($) Y 0%)  (-0.09%) (-0.10%) (-0.11%)
Storage energy
718.83 718.83  384.65 37139  242.04
capacity (MWh)
Storage power
103.37 103.37 51.95 50.05 31.57
capacity (MW) ? 0.0
Daily investment | -/ so3 14563 7421 7,055 4,547
in storage ($)
Operating cost ($)| 1,082,829 1,082,829 1,089,030 1,089,169 1,091,691

On the other hand, thrs165 yields a solution with about half
of the installed storage capacity. Although daily investment in
storage is lower by over $7000, the objective function value is
less than a $1000 lower because less storage results in a over
$6000 increase in operating cost. This indicates that different
storage investment levels may result in very close values of
the objective function (i.e., within the optimality gap). As a
matter of fact, solving day 168 to zero optimality gap results in
a value of the objective function of $1 096 238, 242.04 MWh
of storage energy capacity, and 31.57 MW of storage power
capacity. However, this zero optimality gap optimization took
over 3 hours for this single day. Observations similar to those
for thrs165 case are also valid for the thrs160 case.

Based on this analysis, if the proposed procedure is applied
to an uncongested network, it can only determine the optimal
capacity of the storage, but not its location. From an operational
perspective, this is arbitrary because the power extracted from
any storage device can be used to supply any load in the net-
work.

If the proposed method is applied to an uncongested network,
the objective function is relatively flat around the optimum. This
means that different investment levels can lead to very similar
objective function values (e.g., 31.57 MW vs. 103.37 MW of
storage in Table VI for Stage 1 with a 0% or 0.6% optimality
gap). This issue can be identified based on very small changes
between the base case (no storage) and Stage 1 solution. In the
uncongested network test case presented in this subsection, this
difference is only 0.62%. However, this problem can be elim-
inated by solving the model with a zero optimality gap, which
would guarantee the global optimality of the solution.

As Fig. 13 demonstrates, even a slight amount of congestion
makes the objective function much less flat.

B. Distribution of Wind Resources

To further examine the behavior of the proposed method-
ology, we ran a simulation with an even wind farm distribution
across all three subsystems. Wind power plant capacities have
been scaled to achieve an equal annual wind generation in all
three subsystems. Stage 1 results are shown in Fig. 14. The most
frequent storage locations are at buses 310 (268 days), 306 (185
days), 301 (136 days), and 202 (115 days). Based on the Stage 1
results, at Stage 2 we ran the following cases: s202, s301, s306,
s310, thrs180 (buses 310 and 306), thrs130 (buses 310, 306, and
301), thrs100 (buses 310, 306, 301, and 202), thrs90 (buses 310,

bjective function difference

0 200 400 600 800

Storage capacity (MWh)

----- Uncongested network ~ ——Slightly congested network

Fig. 13. Changes in objective function values around the global optimum for
different installed storage capacities for uncongested and slightly congested net-
work (day 168, storage priced at $20/kWh and $500/kW).
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Fig. 14. Number of days in the year during which storage would be used at
each bus according to the Stage 1 optimization for the case of even distribution
of wind resources (storage priced at $20/kWh and $500/kW).

306, 301, 202, and 308), and thrs80 (buses 310, 306, 301, 202,
308, and 121).

The reduction in generation costs achieved for the case with
an even distribution of wind resources at all three stages for dif-
ferent investment levels are shown in Fig. 15. Stage 1 savings
are 2.40%, which is slightly less than for an uneven wind re-
source distribution (2.46%). The total storage investments are
lower when the distribution of wind resources is even: M$187.5,
as compared to M$197.8 at Stage 1. Some of the favorable
storage locations have changed as compared to the case of un-
even distribution of wind resources. While buses 202 and 306
are still favorable for the installation of storage, buses 121 and
325 are no longer good choices because the even net load distri-
bution reduces the loading of the line connecting buses 121 and
325, which was used to transfer wind power from the western
to the eastern subsystem. These storage locations are now re-
placed by buses 301 and 310, where storage is used to buffer
the transfer of wind power from the southern to the northern part
of the eastern subsystem. These results indicate that the overall
storage investment does not change significantly with the distri-
bution of wind resources within the system, but the location and
distribution of storage is dependent on the distribution of wind
resources.

C. Level of Wind Penetration

Fig. 3 shows the most frequent Stage 1 storage locations for
50% and 0% wind penetration. As the wind penetration de-
creases, the storage locations are less distinctive and the overall
savings are much lower. Stage 1 savings in the case of 50%
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Fig. 16. Distribution of LMPs at bus 122 (upper graph) and bus 325 (lower
graph) throughout the year for different wind penetration levels.

wind penetration are only 0.3%, while in the case of no wind
generation they are only 0.1%. This indicates that the storage
does not bring sufficient savings in operating costs to justify
investments. This can be explained using the difference in lo-
cational marginal prices (LMPs). Fig. 16 shows the distribution
of LMPs throughout the year for buses 122 (the one with the
lowest average LMPs) and 325 (the one with the highest av-
erage LMPs). In the high wind case these LMPs take a wide
range of values, from below 0 to over $50/MWh. Furthermore,
some of the LMPs are higher than the most expensive genera-
tion cost, e.g., over $150/MWh. This phenomenon is explained
in [31]. This range is smaller for the 50% wind case, while for
the 0% wind case all the LMPs are between 15 and $35/MWh.
This shows that the volatility of LMPs over time is crucial for
the economic attractiveness of storage installations.

V. CONCLUSIONS

The proposed technique for optimizing the siting and sizing
of distributed storage units considers both the economic and
technical aspects of the problem. A three-stage decomposition
of the problem has been described. Stage 1 models an idealized
problem where storage is available in any capacity at any node.
Running this optimization day by day over a whole year helps
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identify the locations where the spatiotemporal arbitrage that
distributed storage units could perform would be most effec-
tive. Once these locations have been identified, they are passed
on to the Stage 2 optimization, which takes them as given but
leaves the energy and power capacities of the storage units un-
limited. Averaging over a year the daily maxima of stored en-
ergy and injected or extracted power provides good values for
the energy and power ratings of the storage units to be installed
at these locations. Stage 3 models the fully constrained opera-
tion of the system including the storage units. Comparing the
results of Stage 3 with those of the idealized situation consid-
ered at Stage 1 demonstrates that the heuristics resulting from
the proposed decomposition do not cause a significant loss of
optimality.

Based on extensive testing and analysis, the following con-
clusions are drawn:

1) The proposed method provides valuable information on the
storage potential in a power system.

2) The computational burden of the method is reasonable as
the storage siting and sizing analysis is performed indepen-
dently of the current system operation.

3) When the network is not congested, the proposed proce-
dure can be used to determine the optimal storage capacity,
but the location of storage in such case would be deter-
mined by other factors.

4) The issue of the objective function flatness around the
global optimum can be alleviated by solving the problem
to zero optimality gap. Otherwise, it can be recognized
by a very small change in objective function between the
base case (no storage) and Stage 1 solution. In this case, a
sensitivity check, such as in Fig. 13, needs to be done to
assess the quality of the solution.

5) The overall storage investment does not change signif-
icantly with the distribution of wind resources within a
system, but the location and distribution of storage is de-
pendent on the distribution of wind resources.

6) The benefits of storage investments are directly correlated
with the volatility of LMPs in a system.
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