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High-quality cameras areidely accessible today owing to the ubiquity of smhadipes and the
miniaturization of sensors driven by improvements in manufacturing. These cameras, however,
still rely on assemblies aberrationcorrecting,refractive elementghat are fundamentally the
sametechnologyin usefor optical system$or centuies.While for smartphonetheseassemblies

can be madsufficiently small, these lensgsesent bulky form factor for the mostringentsize

and weightconstrained appli¢teons. One candidate for enabling further miniaturization is
metasurfaceswhich are ultrathin surfaces comprising arrays of subwaveleisgtcedspatially
varyingscatterersBy locally tailoring the response of each scatterer, metasurfaces can manipulat
the phase, amplitude, and polarization of wavefronts at subwavelength esoWith only a

wavelengthscale thickness. While promising for nedneration miniaturized opticsn an



imaging contextmetasurfaceexhibit significantaberrationsMost metasurface research has also
focused on producing static elements, which poseallenge for systems that require varifocal
control. While there has been significant work towards circumventing tbleakengeghrough
innovations in sdéerer design, such approaches often entail tradeoffs in terms of system
complexity,polarization dpendencegefficiency, and limitations on scaling to large aapartures

In this dissertation, we instead examine the utility of computational imagir@njorection with
metasurfaces so that we can simultaneously enhance performance while maintairsizg the
benefits ofered bymetasurfaces. In a computational imaging system, software is treated as a
component in the image formation procddere, we examinethis approachyy exploringseveral
different imaging modalities supported by metasurfamaabina with computatiorso that we

can simultaneously deliver a compact form factor and-bigdlity imags These modalities
include imaging in full color, vafocal zoom capability, and acquiring depth information from a
scene.Through a combination of waveint coding, deconvolution, and Alvarez ldanspired
conjugate metasurfaces, we demonstrate a sefpaite metasurface systems that image over the
full visible spectrum, can achieve more than 200% change in focal length with a 1 cm aperture,
and can disriminate depths with fractional ranging error of 1.7Phe demonstrated approach

may findapplications in microscopy, planar cameras, machine visioraLagrdented reality
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Chapterll NTRODUCTI ON

1.1 MOTIVATION

Cameras and imaging systems today are ubiquitous. Over the last few decades, these
systems have decreased in size signiflgapecause of the downscaling of CMOS sensors via
Mooreds | aw. Currently, howev e-limtediyoteitsensomsagi ng
but rather by the optical elements themselves. To achieveghighty images, it is often necessary
to utilize a complex assembly of refractive elementswaak together to mitigate aberrations and
achieve an aesthetically pleasing image. The necessity of using these elements incurs heavy costs
and limits size reduction, limiting their utility in size andigig-constrained applications such as
planar camers implantable microscopy, miniaturized machine vision sensors for the Internet of
Things (IoT), and mixed reality systems.

To meet the growing demand for miniaturized optics for4gexteration sensorgplacing
these systems with simpler and more corhpgtical elements is an active area of research being
explored through several different perspectives. In the computational imaging community, for
example, rather than only relying on the optics to predarc image, pogirocessing software
plays an integal role in the image formation procd4$3]. This paradigm enables a significant
portion of the aberratienorrection to be shifted to the software realm, facilitating the replacement
of bulky optical assemblies with fewer and simiplenses or other componeidd. Often,
however, many ofhe optical computational imaging systems still use relatively large elements
that would be unsuitable for the most samstrained imaging tasks. Taken to the extreme, there
are implementations without any optics, namely lensless imfgjelsat reconstruct a scene based

on diffraction kernels andrjprs based on the scene. While such lensless imaging systems have



garnered significant interest and can demonstrate reasonable image quality, they require significant
computation that can incur substantial latency and power consumption in the imageéoformat
process.

As such, a more optimal approach for a system requiring miniaturization might be one that
strikes a balance between software and hardware, more equally splitting the burden of image
formation between the two. In the nanophotonics communitigsugace optics present a unique
platform for achieving this. Metasurfaces are ultrathin arrays of subwavelspagtied optical
scatterers patterned into the surface of a material that can abruptly modify properties of incident
optical wavefront$6i 9]. By adjusting the geometry or orientatiof scatterers in a spatially
varying manner across a substrate, metasurfaces can modify the phase, amplitude, and polarization
of lightfields in a compact form factor. Recently, these devices have enabled ultrathin and flat
implementations of a varietyf optical elements, including lensg9i 16], vortex beam
generator$l1,17 21], holographic plateR2,23], and freeform surfacd84i 26]. With their
capability for implementing compact optical components, metasurfaces offer a compelling
methodology for dwnscaling optical hardware for negéneration sensors.

While metasurfaces have garnered significant interest in recent years, there has been little
work examining their use in conjunction with computational imaging. Furthermore, metasurfaces
must contendvith a strong wavelength sensitivity that induces severe chromatic aberrations in
images compared to existing refractive lenses commonly used in modern imaging systems. While
there are existing approaches to mitigating these aberrations, which will dusséid in the
succeeding sections, they are limited in scope. Furthermore, while many modern cameras are
capable of higlguality optical zoom, requiring a tunable focal length lens, the subwavelength

nature of metasurface scatterers and their wavelengghtigity make this a very challenging task



for metasurface systems. As such, while metasurfaces offer a competitive platform for
miniaturizing optical systems in conjunction with computational imaging, any metasbeaed
imaging modality must contenditlv a host of constraints that currently would limit its scope and
the resultant image quality.

In this thesis, we will detail our research addressing these challenges, including background
information and literature context, our work building and testietasurfacéased computational
imaging systems, and the future directions we will pursue to help realize a more effective

metasurface imaging platform.

1.2 COMPUTATIONAL IMAGING

Conventional imaging systems consist of a lens that forms an imageari@and camera sensor

that converts the incident light projected by the lens into electrical signals. In this paradigm, while
the sensor can affect the resultant image quality, potentially dictating the resolution and adding
noise, the lens is the compent thaforms the image itself. Often, the captured image is filtered

or modified using image processing algorithms, but these techniques are applied independently of
the optics used to capture the image. In computational imaging, however, the safiplerd

after data is captured by the sensor plays an integral in the image formation process as the optics
and software depend on one anofii¢r While adding software to the imaging pipeline incurs
added power consumption and latency relative to the passive image foroféiedby optics,

in some cases, a computational imaging approach can reduce the complexity of the required optical
elements. Recent works have demonstrated-gugtity images by combing simple lenses with
postprocessing algorithms to correct abeoas withou requiring additional bulky elements in

the optical pati].



Computational imaging can also potentially enhance system performance. One prominent
example of this is in wavefront codifigi7,28] By inserting an additional phase mask in an optical
imaging pathinformation can be encoded onto the wavefront, potentially enabling a more efficient
transfer of spatial frequency content or other desirable scene information that can then be decoded
in software, information which might otherwise be lost lmeatly ceturing the image with a
traditional system. In wavefront coding systems, the point spread function (PSF) of the optical
system is typically engineered to behave differently from a standard clear aperture lens. A PSF is
j ust an o p espanseta psint souree rofdight, the image it produces of a point, and
for linear, shiftinvariant systems, it fully characterizes the behavior of the system, capturing the
essence of any aberrations or blurring arising from diffraction.

One prominentxample ofwavefront coding systems is the use of cubic phase n2igks
A cubic phase mask is an optical element whose phase is characterized by a cubic polynomial as
a function of position (x, y). When such an element is inserted into the path of a lens, it has the
effect of extending the depth of focus, such that ratiar focuig to a point, the lens focuses to
an elongated line. This has the effect of extending the depth of field of the system by making
images insensitive to the object being defocused over a wide depth range. Images captured with
this system, howeveare blury because the PSF no longer resembles a tightly focused spot like
t hat of a regular | ens. I f the systembébs PSF
operation can recover the focused image but with a much wider range of depthasiragoc
compared to a standard lens without a cubic elerf8]t Such systems are also less susceptible
to chromatic aberrations as adge in waelength often changes the focal length of a sy$&&h
When chromatic aberrations cause defocus in a eubgtulated system, howevyéhe insasitivity

to misfocus limits the reduction in image quality.



At the opposite extreme of cubic phase masks, which enable all depths to be treated the
same, there are wavefront coding elements that enable very precise depth discrimination, such as
doublehelix PSF surfaces that produce PSFs that rotate as the point source is brought in and out
of focus[30i 33]. In conjunction with deconvolution software, these elements have enabled
calculation of the depth at which an object is located. In our research, we exploit wavefront coding
and metasurfaceversions 6 both cubic phase masks and dodiix PSFs to realize

computational imaging systems.

1.3 METASURFACES

1.3.1 Overview

Metasurfacearediffractive elemerdthat consist of quasiperiodic arrays of subwavelesgtred

optical scatters that can modify thiease, amplitude, and polarization of incident electromagnetic
radiation[6i 8]. Unlike multtlevel diffractive optics that achieve phase shifts via gradual phase
accumulatio by propgation through the materifd], metasurfaces have scatterers that are of the
same thickness throughout the device. Instead, by changing either the geometry or orientation of
a scatterer, the amplitude and phase of the tranemies refection coefficient of incident light

can be tuned. By adjusting scatterer geometries in a spataadfyng manner across a substrate,
spatial transfer functions can be implemented in a compact form factor, enabling flat
implementations of lens¢l0i 16], vortex beam generatoikl,17 21], holographic
plates[22,23], and freeform surfacgg4i 26]. Additionally, owing to the subwavelength spacing

of the scatterers in a metasurface, these devices only transmit light into the zeroth diffractjon order
unlike mnventional diffractive elements that generate and lose light to multiple orders.
Furthermore, due to the uniform thickness of the scatterers, metasurfaces can be fabricated with

only a single lithography stage.



While many of the initial metasw€e worksautilized plasmonic effects based on metallic
scatterer$6,8,16,34 38], the high absorption losses of the metals limited the efficiencies of these
devices and constrained them primarily to reflection mode. Due to these lossedridliele
metasurfaces have become more common as the transparency of these materials enables more
efficient transformations of incident light and are more amenable to transmissive[Dgitics
15,18,24,25,361]. Silicon nitride is a material well suited to metasurface design, due to its
CMOS-compatibility enabling accommodation for mass ofanturing, and its lossless natur
from the neawltraviolet into the infrared, enabling higdificiency optical element{®2]. For
these reasons, in our research we use silicon nitride to make our naetesas$ we are working

at visiblewavelengths.

1.3.2 Operation

There are various scatterer designs that can be used to induce phase shifts for metasurfaces, but in
our research we use a nanopost structure, which is a cylinder of silicon nitride positioned on top
of a substrat@49]. This structure is primarily selected due to its polarization insensitivity, enabling
operation with arbitrary polarization ga of incident light. These narmgis can be understood as
operating as truncated waveguides that support several oscillating modes that couple amongst
themselves at the top and bottom interfaces of the [E&tS5]. Incidentlight couples into these

modes ad then the modes couple back into free space with a net change in phase and amplitude
that constitute the transmission or reflection coefficient. The imparted phase and amplitude depend
on the incident wavelength and fogi&en metasurface structure, datimg from the design value
typically causes strong chromatic aberrations, which in the case of lenses result in color blur and

ringing in subsequent images formed using metasurface lenses.



To design metasurfaces, the prdare begins with identificatiorf @ phase profile to be
imparted. Then, for a given operating wavelength, cylindrical nanoposts are designed such that in
varying their diameter over a fixed range, p h
nea-unity amplitude. These nanoposdse typically simulated using rigorous coupledve
analysig56], a simulation techniqueapable of calculating transmission or reflection coefficient
of periodic layered structures. Once a nanopost design is determined, the simulated transmission
coefficient is used as a lookup table, mapping phases toteieay@nd for each pixel in thesieed
phase profile, the phase is mapped to the diameter corresponding to desired phase value. In this
manner, a D distribution of diameters is determined that can then be simulated via finite
difference timedomain simiation, or via wave optics simulais when treating each pixel as a

complex amplitude.

1.4 THESISOUTLINE

To address the limitations of existing metasurfbased imaging systems and develop a platform

to potentially address the scaling demands for-gereréon miniaturized image sensorsew
propose to explore several pertinent imaging modalities using metasurfaces in conjunction with
computation.This dissertation will detail our work in this direction through a series of projects
that extend the imaging pabilities of existing metasurfapéatforms. Chapter 2 will first provide
background information on metasurfaces to aid understanding of the subsequent sections. Chapter
3 will thendetail our work building a fultolor imaging systa by combining an exteled depth

of focus metalens witlleconvolution software. Chapter 4 discusses a metasurface design for
enabling varifocal zoom imaging and Chapter 5 expands on this design by modifying the phase
profile design and combining it with deconvolution to provgimultaneous achromatic and

varifocal behavior. Chapter 6 then details our work using a system of two metasurfaces in



conjunction with postapture software for simultaneously reconstructing scenes as well as
acquiring depth information with only a singtamera snapshot. Finally, Chapiemprovides

concluding remarks on the work discussed in this dissertation.



Chapter 2METASURFARAEKSGRBOUND

2.1 DIFFRACTIVE OPTICS

2.1.1 Modeling Diffraction

Metasurfaces are diffractive optical elengetitat typically require acombination of different
modeling techniquefr theirdesign and analysis. Central to many of the modelling techniques,
however, is treating the light propagation as a diffractive phenomenon. As metasurfaces are
essentially subwavelength diffractive oplielements, in this section we give a baeérview of
some of the standard techniques used for performing diffraction calculations that are subsequently
applied when we design and simulate metasurfaces.

Various techniques exist for modelling light prgp#ion, the selection of which depends
onte scale of the system and the approximati on
equations can be solved directly using a method based on finite differences (e.glifferdéace
time-domain or finitedifference frequenegomain), in which theull vector nature of the electric
and magnetic fields and their interplay are considered. Such an approach, however, is impractical
for most optical systems as it requires fine discretization in space as wielleagr frequency,
depending on which teclgque, necessitating significant computational resources and often
prohibitively long simulation times. At the other extreme, light is modelled via geometrical optics
by tracing rays through a sequence of surfathsse rays account for the direction andifon
of a planar wavefront. In a homogenous medium, a ray maintains its direction and is only deflected
at an interface between two materials, the a
geometrical ofics is incredibly powerful and is the desibasis for most existing optical systems

(e.g., lens assemblies in cameras, microscopes, telescopes, etc.), it provides an incomplete picture



of how light propagates through a system, which breaks down whenusteonsider diffraction
effects arising fom small apertures.

Fourier optics strikes a balance between these two regimes, enabling simulations with
significantly less memory and computation time than fidifeerence simulations but which
account for diraction effects neglected in geometricadtios. Underpinning much of Fourier
optics is the assumption of scalar diffraction, an approximation that asserts that the vector
components of an electromagnetic field can be treated independently of one,awioittteholds
true in homogenous, isotropgnurcefree media. A standard formulation of diffraction in a system
is given by the Rayleiggommerfeld57], which is equivalent to the angular spectrum
formulation[57], making no assumptions about the light to be modelled except that itataa s
For an electric field distribution in a plane, the angular spectrum relates the electric field in another,
parallel plane by a convolution operation (i.e., multiglion in the Fourier domain) with a
function that defines the transfer function e space, as below

o O Q O

whereO and’O denote the Fourier space electric fields at distaraed at an initial plane with
& Trespectively, and is the longitudinal wavevector given by

Ko T O T O )]
in which Qis the wavenumber, anf and™Q give the transverse wavevector components. The
second term on the righiand side of the equation f@ is the transfer function dfee space.
When the sum ofthe squares of the transverse components are larger than the square of the
wavenumber, the longitudinal component of the wavevector becomes imaginary, turning the
transfer function into an attenuating term that correspondgosipiatial frequencies in atectric

field distribution that decay with propagation distance. These high spatial frequencies are



evanescent as they decay rapidly and are not resolvable more than a few wavelengths away from
the initial plane. This formulain of scalar diffraction tory compactly summarizes light
propagation in a system between two parallel planes and gives intuition into why there is a
resolution limit arising related to the wavelength (i.e., as the wavelength decreases, higher spatial
frequencies are resolvable hase the longitudinal wavevector is larger). Another way to
understand the angular spectrum is to think of the Fourier space electric field as decomposing the
light into a summation of different planewave components that amagating in different
direcions. When considering the angular spectrum in such a way, the transfer function determines
the change in phase for a given planewave component based on its propagation direction and
distance from the final plane.

While the anglar spectrum is a generattaique, often additional approximations can be
made beyond just the assumption of scalar diffraction, such as the paraxiality of a wavefront. When
the system is assumed to be paraxial, the planewave components in the amgtiamspf a
wavefront are asimed to propagate at angle that is small with respect to the optical axis. This
assumption gives rise to the wkhown Fresnel diffraction integris7], the effect of which can
also be described by a convolution operatiorthis case, the transfemction of free space can
be simplified by performing a Taylor expansion with respect to the transverse wavevectors and
neglecting higher order terms (i.e., since the transverse components must be small since we are

making a raxial approximation), yiding a Fourier domain transfer function

0 Q , (3)
such that
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While the Fresnel approximation is simpler in that it does not require any square root term
in the transfer function, the angulspectrum formulation is just as simple to implement in any
standard programming language walited to scientific computing (e.g., MATLAB or Python)
and as such, in our work we apply the angular spectrum method directly without making any
approximatios regarding the paraxiality of our wavefronts when simulating and designing
metasurfaces.

When applying these propagation methods, there are a few additional details that must be
considered. Firstly, as the convolution is applied using Fourier domairphcalion, we must
zero pad the transfer function to prevent any wraparound effects since Fourier domain
multiplication is equivalent to circular convolution in the spatial domain. This is circumvented by
padding zeros onto the aperture such that if teeired field to be propagated is of shajpe 0,
itis padded to be of shapel p ¢0 p and after the filter is applied the result is cropped
back to the original aperture size. Another complication occurs when light incideaxi®ff
couples back into the simulation region at far propagatistances, which can be understood as
an aliasingeffect and is not solved by the zero padding as just described. To eliminate this artifact,
we can simply apply an antialiasing filter that will zero out the high frequency (i.e., large
propagation angletomponents that should not be present within thertare region after
propagating some distanf®8] (i.e., planewavecomponents propagating at some angle with
respecto the optical axis will eventually exit the finite aperture region after a certain distance).
While this filter is not making an additional approximatios, it removes the frequency

components that shouitt be present at the output plane



2.1.2 Diffractive Ogical Elements

Conventional optical elements function based on refraction. For a lens, for example, its operation

can be described in terms of rays bending at an interface such that they converge aed desig

focal length some distance away from the lems$ace. Alternatively, the operation of such a lens

can be understood by treating the | ensd6 sag p
positions (modelled via a spbtep simulation thragh t he | ensdé f ul | t hi ckn
phase shift if the lens is considered thin), such that the light exiting the lens will all constructively
interfere with itself at the focal spot. In this manner, if a lens is thin, the effect of the lelns can

fully modelled by treating it as a phase maskda si nce phase is modul o 2z
function can be coll apsed into zones of 2° ph
as a kinofornf57]. In practice, kinoforms can be chaligng to fabricate so it is common to
approximate heir phase with binary optics, which are essentially digitized versions based on

discrete phase levels by adjusting the thickness of the constituent material.

2.2 METASURFACES

2.2.1 Materials Considerations

This sedbn is adapted with permission frd®2] © The Optical Society.

Metasurfaces have generated substantial research interest and attention in recent years. These
ultrathin elements comprising arrays of subwawgthspaced scattering elements@chieve a

broad class of functionalities in a flat form factor, transforming the phase, amplitude, and
polarization of incident electromagnetic radiatj6in8]. At optical frequencies, the promise of
creating miniaturized imaging systems and multiplexing several functionalities into a single device

has driven research in bo#tademic and industrial lafs5,59,60] While much of the initial



research investigated silicon and mdtated metasurfacef5,13 15,18,34,3910] for use in
transformation optics and integrated optics, dowdex materials became appealing because of
their transparency at visible wavelengths where there are numerous applications in imaging,
display, and spectroscopy. This initiated an exilon into lowloss dielectric platforms that
could support highféciency operation at visible wavelengths, producing a wide array of flat and

visible wavelength metasurface elements and optical sy$dh25,42 49,51,6163].

Many of the earlier works on optical metasurfaces were based on metallic scd8drers

38]. The high plasma frequency of metals prevented these devices form working in transmission
mode and the losses limited efficiency even for reflective devices. Shased metasurfasfl3i
15,18,39,40Enabled much lower loss devices that could operate efficiently both in reflection and
transmissia at infrared wavelengths. Recently, however, a wide range of lefractive index
materials have gained popularity as choices for scattering elements in optical metasurfaces due to
their reduced optical absorption at visible wavelengths. Semicondugptoesally obey the
empirical Moss relatiof64], whereg x pfO , motivating the selection of lower refractive index
materials to increase the band gap and limit absorption. Such materiatteimetiude titanium
dioxide[42i 46,61] gallium nitride[47,48] indium tin oxidg[65], and silicon nitridg24,49,62]

Titanium dioxide ha gained popularity as a metasurface material because of its relatively high
index (n ~ 2.6) while being transparent across the visible regime. While this material was
previously used a couple decades back to malkevavelength blazed gratinf#2,61] the
platform was only recently popularized for metasurfaces after it enabled the first demonstration of
imaging at visible wavelengths using a metasurfd8g It has since allowed for a variety of
metasurfacepl4,45] including a lens designed to be achromatic actbe whole visible

spectrum [46]. While the optical properties of titamudioxide make it a great choice for



metasurface scatterers as its absorption is low, yet the refractive index is high enough to provide
strong optical confinement, from a practical viewpoint this material has several limitations. These
limitations primarly arise from scalable manufacturing concerns as titanium dioxide is deposited
slowly via atomic layer deposition, limiting manufacturing throughput. As such, the material
cannot leverage current CM&@®mpatible foundry infrastructure for mass productpmtentially
hindering widespread adoption of the platform.

Gallium nitride (n ~ 2.4) has also found use in scatterer design in visible wavelength
metasurfaces. It shares the relatively high refractive index and visible frequency transparency
found intitanium dioxide. A metasurface fedblor router for a Bayer pattern pixel used gallium
nitride nanopostpt8] to discriminate red, green, and blue wavelengths and focus them to different
positions. Separately, a gallium nitridased achromatic lens was recently real[2&g, providing
broadband imaging at visible frequencies. While this material is promising in terms of optical
properties, gallium itride would also be difficult to adopt in existing CMOS foundries, like
titanium dioxide.

Another existing material with index less than that of silicon used for metasurfaces is indium
tin oxide (ITO) (n ~ 2). This material is honly transparent atisible wavelengths but is also
conductive. The conductive properties of ITO are already being exploited to realize reconfigurable
metasurfaces, using fiekffect modulation of the refractive index to control the modes and
resonancewithin adjacent scérers. This index modulation enabled dynamic beam deflection by
applying a spatially varying voltage to a gol
inducing a change in the scattering properties of the gold struf@®jesVith the widespread use
of ITO in displays, photovoltaics, and ligemitting diodes, ITO can be ragdmanufactured in

existing foundries. Although currently there is little existing work on-B@3ed metasurfaces, and



none to our knowledge using ITO as the scattering matesilf,iits optical and electrical
properties, along with its established usenicrofabrication, position ITO as a strong choice for
future metasurface designs.

Of all the materials with refractive index less than that of silicon, the earliesteépistble
wavelength metasurface lenses utilized silicon nitride (SiN) Zi) ranoposts as scattergt9].

SiN is also the lowest refractivaxdex material experimentally demonstrated in use for a
metasurface to dated thus provides the widest band gap, with a transparency window extending
from the infrared down to the nealtraviolet regime. This broadband transparency makes SiN a
versatile metasurface material, allowing a designer to use the same material anssipigpce
techniques for devices at different wavelengths across the transparent region. Furthermore, SiN is
a CMOScompatible material, enabling more streamlined integration withdiguinfrastructure

already in use for semiconductor microfabricafio].

There are also other potential transparent metasurface materials, perhaps most notably silicon
dioxide. Like SiN, this material not only exhibits a wicenld gap but is a material that is widely
used and is CMO$ompatible. Whildossless, the lower refractive index (n ~ 1.5) of this material
translates to lower beam deflection efficiency at high angles and reduced focusing efficiency for
high NA lenses[55,67] This reduced performance arises from the decrease in diffraction
efficiency that, while minimal at low angles, becomes evident in lower index materials at moderate
to high defletion angle$55,67] While silicon dioxide is preferable compared to a variety of other
dielectrics considering its CMO&mpatibility, its manufacturing advantages are matched by
those of SiN, but it is inferior in terms of performance. This degraded peafarnis likely the

reason there is an absence of experimentally realized silicon dioxide metasurfaces.



2.2.2  Operation and Design

This section is adapted with permission fri&#] © The Optical Society.

Metasurfae design requires specifying a spatial distribution of scatterers with varying geometric
parameters to induce a transfer function for some desired aref@r-field opticalresponse. For

traditional diffractive optics relying on gradual phase accumulatiocal phase shifts are
proportional to the thickness of the el ement
mechanism operates differently. There are differerdsela of scattering elements used, but for

most dielectric metasurfaces, the phessponse arises from either PancharatBamy phase
elementg68,69]and the irplane anisotropy of the scatterer, or from a calkiy effect in which

the scatterer behaves as a truncated waveguide supporting a mixture é?&abngsonances. In

any case, theistinguishing feature of a metasurface is its subwavelength spatial resolution at the
design wavelength, which for nor mal i ncidence
eliminates higher diffraction ordefs4]. This is a powerful feature of metasurfaces compared to
multi-level diffractive optics with their supavavelength spacing, as these elements produce
nonzero diffraction orders and cespondingly achieve lower efficiency.

Designing metasurfaces entails selecting a simulation method to compute and test the optical
response of the device. The design process can consist of either solving a forward problem, where
the structure is degned using some analytical description or intuition to achieve the desired
behavior, or an inverse problem in which the desired output is known, and the necessary structure
is found via computational optimization. The forward technique has successfetiyubed to
enable a class of flat optics including lenge® 16], hologram generatof22,23], polarization

elementg70,71] and vortex beam generat¢igi 21,71] There are certain classes of devices,



however, with nofintuitive phae masks, such as multifunctional elements or multiplexers, which

may require inverse design to achieve the desired performance.

2.2.2.1 Forward Design

Forward design of a metasurface begins with identifying a desired behavior and specifying its
transfer functionn terms of a continuous phase mask. For many common elements, analytical
forms for these masks exist and it is only required to select certain parameters (e.g., focal length,
axicon angle, wavelength) based on the desired application. The continuoudiptidseion is

then converted to a spatially discrete profile, with the period equal to the scatterer lattice spacing.
The phase at each position is then mapped to the scatterer design which most closely reproduces
the desired phase. The phase respotfisineo scatterers are stored in a library generated by
electromagnetic simulations of scatterers using a periodic boundary condition, either by finite
difference timedomain (FDTD) or via rigorous coupledave analysis (RCWA)56]. Once the
geometric parameters of the metasurface are known, the whole structure may be simulated via
FDTD if computational resources permit. Due to the memory intensive nature of FDTD
simulation, often only a portion of the whole metasurface can be simulated. If simulating the whole
structure is necessary, a less accurate method based on scalar diffraction thdmyusad,
treating the metasurface as a complex amplitude mask and evaluating light propagation and
performance using a diffraction integfar].

In the RCWA simulation, the periodic boundary condition ensures all the scatterers in the
lattice hae identical geometric parameters. When the metasurface is designed, however, the
geometric parameters are varied from pixel to pixel, which is inconsisténthe assumptions
made for RCWA. If the geometric parameters of neighboring pixels are varigly €loough,

then this discrepancy can be negligible. This assumption is referred to as the unit cell



approximation and when it is not valid it can posesicant limitations for the design process.
While this approximation holds well for metasurfacesbasn high index materials such as metals

or silicon[13], optical confinement worsens with decreasing refractive index, as for SiN. This
approximation is of less concern whdesigning devices that are slowlgtrying, such as long

focal length lenses, but for rapidly vargiprofiles such as those for holograms, it is necessary to
assess the robustness of this approximation. A standard method for doing this is to examine a
sattererd6s behavior as [E] Astha strengtio of coopfing hetween| at t |
adjacent elements iglated to the gap between them, if the optical response varies rapidly with
spacing, it is an indication that coupling is significant, and that the ulhigmgroximation is

invalid. If, however, the phase and amplitude response of a scatterer remaii@itrover a wide

range of lattice spacings, then the scatterers are wealfyled to one another and it is reasonable

to use the scattering responsecaldted assuming a periodic boundary condition. In this case, the

nanoposts can be treated as pixdtsch behave locally and are unperturbed by their neighbors.

2.2.2.2 Inverse Design

For the inverse design method, while the desired response is known, the exastrface
structure to realize that behavior can be challenging to determine by forward methods. To
circumvent this, a figure of merit is defined to quantify the performance of the device and upon
successive iterations of solving the forward problem gthting the design parameters of the
structure, the figure of merit can be optimized until the deésiehavior is attained.

There are various existing algorithms for such optimization problems. One promising route is
to use topology optimization conmed with a finitedifference solver, which has already been
applied in the context of designing mtllyer metasurfaces for angular aberration correction of a

metalens as well as focusing of incident light to the focal length over a range of incidence



argles[72]. This approach requires definition of a desired phase profile which is included in the
figure of merit and the method modifies the spatial permittivity distribution in a binary manner
across a sedf predefined layers. The layer thicknesses in this method are on the order of the
wavelength and it inherently accounts for interactions and couplimgebertthe layers. This work

used silicon and alumina as the materials of choice but could be exteride@r index material
platforms such as SiN as well. Topology optimization has also been used for designing high
efficiency single layer beam deflectiometasurfaces and frespace wavelength splitters, using a
wide span of refractive indices (~135), including that of SIN55]. In this case, RCWA was

used to simlate periodic structures and the deflection angle of the unit cell was optimized.
Significantly, higher refractive index materials performed better in rgénachieving higher
efficiencies; however, for low to moderate deflection angles the differences na as
appreciable. For a specified period, the optimized grating structure was similar in shape over a
wide range of indices for achieving the samdat#ion angle, with similar modal structure, yet

the difference in efficiency was attributed to gesahtra and intermode coupling.

Separately, a work’3] demonstrating inverse design of arrays of dielectric spheres
successfully generated singend double layer metalenses using the adjoint method and
generalized mulisphere Mie theory (GMMT). While this work used spheres with a refractive
index of 1.52, the index for polymers used in statehe-art twophoton polymerization -B
printers, thealgorithm was recently used in a separate sfédj/for indices from 1.23.5, which
includes the index for SiN./MT is a method based on theratrix formalism and can calculate
the electromagnetic scattering off an ensemble of spfi&tes6]. Compared to the FDTD
method, which requires extensive computational resources for melgingey structures, the

GMMT technique leverages analytical expressions for scattering off spheres to reduce the



computational load. As GMMT does not reguimeshing individual scatterers, the required
memory does not scale with system size, but rathemuh®er of spheres and their density and

the order to which the field is expand@®]. By updating the wdii of the spheres in the array each
iteration, the figure of merit can be optimized by examiningjtidient of the figure of merit with
respect to the sphere radii using the adjoint method. Leveraging this, successful inverse design and
simulation of fa@using lenses was shown, in strong agreement with results computed via FDTD
for comparisorf73]. The technique was extended to multiple layers of metasesf enabling
possible future inverse design of volumetric optical elements with subwavelengtb-sabed

voxels
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Excerpts and figures in this section are fréoiburn, Shane, Alan Zhan, and Arka Majumdar.
"Metasurface optics for fulkolor computational imaging." Scienéelvances 4.2 (2018):

eaar2114Reprinted with permission fne AAAS.

3.1 INTRODUCTION

Due to the wavelength sensitivity of metasurfaces, desigrengredpurpose achromatic
metasurface lenses (metalenses) remains a challenging problem. As the focal length of a metalens
depends on the illumination wavelength, as theahength deviates from the designed value, the
metalens exhibits a chromatgial focal shift that arises from the phaseapping discontinuities
i n the st r |74 Such ahrorsaticdocab ghiftslae common to other diffractive optical
elements as welkuch as multlevel Fresnel optics. As such, in an imaging scenario, broadband
illumination manifests as severe color blur or ringing in captured images.

Some works examined this challenge from the perspective of achieving multiwavelength
operation at seval discrete wavelengths. In these designs, scatterers or the aperture areptimize
to provide the required phase for each of the discrete wavelengths being designed for but are left
unoptimized for intermediate waveleng{fi@i 81]. As such, while these designs may work for
systems in Wich the wavelengths are fixed and known a priori, in an imaging scenario with
ambeent lighting or a broad wavelength range, these lenses would exhibit strong chromatic
aberrations for intermediate wavelengths.

There are also several works that have régememonstrated broadband achromatic
lensing[45i 47,82 84] and imaging at both visible and infrared wavelengths. Common to these

designs are the idezf modifying the phase function of a traditional metalens to incorporate a



phase compensation or dispersion term that effectively imparts higher order terms in the Taylor
expansion of a metal ensd phase asigharorfleatearms i on C
of the expansion could be imparted, then a lens would not exhibit any chromatic aberration. In
practice, however, only expanding to the first or second order is necessary to achieve achromatic
focusing with metasurfaces. While this methbds demonstrated impressive imaging and
broadband capability, it is, unfortunately, quite limited in scope as it is only feasible for small area
lenseq83]. As the first order term (the dispersjar change in required phase as a function of
frequency) changes approximately quadratically with aperture radius, the phase compensation
required increases drastically as the required area of the device increases. If appropriate scatterers
could be desiged to meet these dispersion requirements this would not pose an issue, but such
high dispersion would necessitate exceedingly Jgjgality factor resonators or high aspect ratio
elements beyond the capabilities of stat¢he-art nanofabricatiofB5]. As such, dispersion
engineered broadband achromatic metalenses are aoadtto small areas, which limits their

light collection and contributes to reduced sigtmahoiseratio in captured images. Furthermore,

to achieve such high operating bandwidths, these designs typically utilize specialized scatterer
designs that rely ro circularly polarized illumination, requiring additional polarizers and

waveplates that increase system size and complexity while reducing efficiency.

3.2 DESIGN

To circumvent these scaling limitations and realize a broadband (full visible spectrum)
metalenshased imager, we leveraged the cubic phase modulation from wavefront [2itm
enable a hybrid opticaligital metalens system for futiolor imaging[25]. Unlike counterpart
broadband achromatic metasurface systems, tligrdesquired no specialized scatterer design

but utilized a simple and polarizatiamsensitive cylindrical nanopost. Also, unlike existing



wavefront coded systems for extending the depth of field or mitigating the chromatic focal shift of
refractive lenes [29], our design does not require a separate phase mask or 4f relay optics to impart
the desired phase modulation. Instead, we designed ke smgfasurface that simultaneously
implements the focusing and wavefront coding functionality coupled with deconvolution software
that together yield #iocus images for the full visible spectrum (4000 nm).

Our device design consisted of a metasurfaitk silicon nitride nanoposts in a square

lattice with diameters assigned such that the device imparted the phase function

s — ® 0 Q0 —® o,
where x andy arethe-ml ane coordi nates, > the opLdahreating
aperture radius, and U the cubic phmthaastr eng
traversed in going from the origin to the aperture edge in the positive xorgdit i on) . When

0, we get a regular metasurface lens but whennoieero, the cubic phase modulation extends
the depth of focus of the system and modifispitint spread function (PSF). We designed two

|l enses, one with U = 0 (singlet metalens) as
(extended depth dbcus, EDOF, metalendyigure3.1A-C [25] showa schematic of the nanopost
design and the corresponding transmission coefficiemilation that were used to design these
metasurfaces. IRigure3.1D-E, simulated intensity cross sections along the optical axis of the two
metasurface designs are s While the singlet metalens only focuses on the sensor plane (the
dashed line) for one wavelength (the 550 nm design wavelength), the EDOF metalenstteven wi
an evident chromatic shift, still produces focusing at the desired plane for all testedhgthsele
demonstrating the power of extending the depth of focus of the lens to ensure information is
transferred to the sensor plane for a broad wavelengtk.ifaiggre3.1F-G shows optical images

of fabricated versions of these two simulated designs.
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Figure3.1. Design, simulation, and fabrication of imaging metasurfaces. (A) The metasur
are madeup ofsilicon nitride nanoposts, where the thickness T, lattice constant p, and dia
are the design parameters. (B) Schematic of a metasurface comprising an array of nanoj
Simul ation of the nanopost s 6 orbuscauplsduave s i

analysis. Simulated intensity along the optical axis of the conventional metasurface lens
extended depth of focus metasurface (E) where going from top to bottom in each panel £
and 700 nm wavelengths are used. The dalshesindicate the desired focal plane, where tr
sensor will be placed. Optical images of the conventional metasurface lens (F) and the e

depth of focus device (G).



3.3 FABRICATION AND CHARACTERIZATION

To characterize the experimental performance aehmetasurfaces, we measured their
point spreadunctions and then calculated their MTFs (data presentedyure 3.2 [25]). While
the singlet metalens exhibits a tightly focused $paits PSF at the design wavelength, it produces
large diffraction blurs for blue and red illuminatidiigure3.2A-C). Likewise, the corresponding
MTFs exhibit large variation in performance between wavelengths with zeros spéctra for
blue and redKigure 3.2D), presenting an unrecoverable loss of spatial frequency content when
imaging as these wavelengths due to the diffraction blurs reducing the resolving power. Unlike the
singlet metalens, howey, the EDOF metalanexhibits near spectrally invariant PSFs and MTFs
(Figure 3.2E-H). While the PSFs are not poilite and as such will produce blurry images, the
near uniformity of their response enables us to use a singlec&BFation measurement to
deconvolve all clors simultaneously in captured images. Furthermore, while the singlet metalens
exhibits zeros in the MTFs for blue and red illumination, the EDOF metalens only has an
attenuated frequency response for all wawgiles and as such these frequencies ark stil

recoverableKigure3.2H).
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Figure 3.2. Characterization of # imaging metasurfaces. The PSFs of the conven
metasurface lens (top row) and extended depth of focus lens (bottom row) were measu
blue (A and E), green (B and F), and red (C and G) illumination conditions. The arsaka® c

| engt hThe BTFs were also calculated for both designs (D and H).



3.4 |IMAGING EXPERIMENT

To test the imaging performance, we first illuminated blac&white patterns with
discrete wavelength LED sourdef20nm bandwidh) and captured iages using both the singlet
and EDOF metalenseBigure3.3 [25]). While the singlet demonstrated focused imagegreen
light, it produced severe distortions at-df#fsign wavelengthsiamely red antlue The EDOF
metalens instead produced uniformly blurry images for all wavelengths but after deconvolution
generated ifocus images at all wavelengths, albeit withueetl signato-noiseratio (SNR) due
to the focal intensity being distributed over a greater volurnause of the extension of the focal
depth. We then tested under wHitght illumination using a broadband LED source and-¢ollor
patterns Figure 3.4 [25]). Once again, while the singlet metalens was focused at its design
wavelength, it severely blurred efiesign wavelengths, wheredse EDOF metalens rendered
focused imges for a broad color range, enabling distinction between characters in colored text

patterns and different bands in a rainbow pattern that the singlet metalens blurred.



Figure 3.3. Imaging at discrete walengths. Images were captured of the 1951 Air |

resolution chart with the conventianmetasurface lens (A) and the EDOF lens without (B
with deconvolution (C). Images were also taken of a binary Mona Lisa pattern with the ste

ordinary meéasurface lens (D) and the EDOF without (E) and with (F) deconvolution.
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Figure3.4. Imaging with white light. Images were taken under white light illuminatic
color printed RGB (A) and ROYGBIV (Bext, a colored rainbow pattern (C), and

picture of a landscape (D) with a blue sky, green leass multicolor flowers.



3.5 DiscussioN

With the demonstration ofhite-light imaging using an EDOF metalens, we have made
significant progress toward our doaf realizing a fullcolor metasurfacbased computational
imaging system. There is, however, still room for improvement. Notably, the deconvolved images
exhibit rontrivial haze and noise but there are many routes towards mitigating this. One possibility
is calibrating the Poisson and Gaussian components of our $&6jsand incorporating these as
priors to depise the image. Separately, much of the noise arises from tHeglaveonditions in
which we were imaging and the low light collection due to the limited arearcéperture (200
pm wide aperture) that we were constrained to working with because obshef fabricating
larger devices using University equipment. Larger area apertures are well within the capabilities
of highthroughput DUV lithography systems amdir expenses only arose from the costly
electronbeam lithography process we had to usedhieve our feature sizes. We also used
relatively simple deconvolution algorithms, but there are existing methods with regularization
terms to simultaneously deisei and deblur imagé4]. These improvements could alse b
combined with alternative wavefront coding terms in place of the cubic phase modulatida te

eliminate asymmetric artifacts in images arising from the shape of thi8IP[SF
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This section is adapted with permissionnfrd26], S. Colburn, A. Zhan, and A. Majumdar,
"Varifocal zoom imaging with large area focal length adjustable metalenSgsica, OPTICA 5,

825831 (2018)© The Optical Soeity.

4.1 INTRODUCTION

As detailed in the preceding sectigegploitingarrays of subwavelengépaced optical antennas
metasurfaces can apply spatially varying transfer functions on incident wav¢@iols
including those of lensd40i 16], hologramg22,23], polarization elments[71], vortex beam
generator$l7,19 21,71,88] and blazed gratindd41,42] Most demonstrated metagace devices

to date, however, have been static in nature. For metalenses, focal length tuning over a wide range
is of substantial interest in photography, microscopy, mixed reality, and optiroah@nications.
Stretching of metalenses on flexible suass[89i 92] is one route to accomplish this, but this
entails constant application of an external
Furthermore, electrical control of such systenmuires high voltages (kV range) as the tuning
mechanism relies on a capacitive electrostatic force to compress an eldS&jmer
Microelectromechanical systems (MEMB3sed tuning is proising, with recent results adjusting

the angular orientation of a metald@8] or demonstrating large changes in optical power by
actuating a metalens axially in a compound lens syfém Unfortunately, although MEMS
devices are quite effective at short length scales, their electrostatic actuation mechanisms cannot
be scaled to the macroscale sif#s96] necessary for applications requiring large apertures and
focal lengths, such as for eyeglasses and mixed reality digpg3] For large area devices

with correspondingly higher tuning ranges and a more massive system, a larger gap distance and



actuation is required. With the increased mass and actaligiance, however, the required forces

can become too large for electrostatic MEMS devices. As the applied force is proportional to the
derivative of the capacitance, with the increased gap, the decrease in capacitance must be
compensated by an increaseroltage[97]. With centimeter scale devices, the voltage required to
induce sufficient displacement of large area metalenses would cause electrical breakdown and
device failurd95i 97].

Here, we develop a large area tunable focal length metalens sysiegnan Alvarez lens
design[24,98], combining two separate cubic metasurfaces that under lateral actuation give rise to
a rapid and nonlinear change in focal lendtlglire 4.1(a)]. Unlike most previous metasurface
works, we fabricate our device using hitiinoughput stepper photolithography, circumventing the
scalability issues of electrdmeam lithography to build large area (1 chapertue) device. Our
process flow relies on a custeseveloped compression algorithm which can substantially reduce
the complexity of layout files, enabling us to create a metalens with nearly 120 million scatterers
with, to the bestfoour knowledge, the largéfocal length range demonstrated to date. We use a
versatile silicon nitride cylindrical nanopost platform, which is polarizaitsensitive, and well
suited for efficient operation from the visible to the infrared. In thikwaur Alvarez metalens is
actuated manually using translation stages; however, electrical actuation is well within the means
of commercially available miniature stepper mo{®&. We propose this actuator mechanism for
the case of large area metalenses, maintaining that such a mechanism is not well suited for
microscale structures, where MEM@sed actuators are effiee. With the wide aperture of our
system, we demonstrate its utility for varifocal zoom imaging without requiring any additional
elements (e.g., objectives or tube lenses) in the optical path, achieving a magnification fange wit

4x zoom capability in auexperiments.
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Figure4.1 Simulation and Design of Nanoposts (a) Schematic representation of our tunable metalel
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4.2 DESIGN

4.2.1 Theory and Simulation

The phase profile of a spherical singlet metalens follows a quadratic form which is inversely
proportional to its focal length. An Alvarez lens instead comprises two separai@lcage plates

that in conjution give rise to a tunable focal length lens when the plates are actuated laterally
with respect to one another. These phase plates are typically implemented using freeform glass
surfaces or mukievel diffractive optics, etailing sophisticated and espsive fabrication. For our
design, we use two flat metasurface phase plates where one plate obeys a cubic polynomial
function and the other follows the same function but with opposite sign. When the plates are
aligned alonghe optical axis and positiongghrallel to one another, under lateral actuation the
total phase profile imparted on an incident wavefront is a quadratic function with changing focus.

The phase profiles of the regular and inverse metasurfaces are

>~ >~
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where A is a constant with units of inverse cubic length and (x,y) representspthaénposition.
The constant A denotes the cubic phase strength and is eqﬁsj whered is half the aperture

width,andd gi ves the number of 2° <cycl eagsisfemthd bi t ed
origin to the edge of the aperture of the cubic mask. Translating these phase masks by a

displacement d in opposite directions, we obtain a quadratic forel@s b
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Neglecting the consta® phase term and relating the quadratic term to the phase of a spherical

singlet, we find the focal length asunction of displacement as

where f is the focal l ength and & is thlere wave
the displacement d induces a nonlinear and rapid change in focal length for small displacements.
For a design wavelength of 1550 nm, we select the valuepg v @p @  such that by
changing d from 1 mm to 4 mm, we can tune the focal keogptinuously from 3.75 cm to 15 cm.

To implement our tunable lens, we need to design dielestatterers capable of supporting
high efficiency operation while remaining compatible with the spatial resolution achievable with
photolithography. For the designed focal length, a largdweds required to cover the necessary
actuation range and laeve a numerical aperture (NA) high enough to image with sufficient
resolution. While large area metalenses with moderate to high NA do exist, these devices rely on
expensive and timeonsumingelectronbeam lithography, precluding widespread commercial
adoption. Recently, mass manufacturcgmpatible large area metalenses at 1550 nm were
reported100]. Our process flow is similar to this wofk00], however, we use a silicon nitride
nanopost platform and demonstrate devices on both silicoquanttz substrates, enabling visible
wavelength operation irddition to 1550 nm. While our selection of silicon nitride as the nanopost
material limits beam deflection efficiency at high angts and focusing efficiency at high
numerical aperturd$7] relative to statef-the-art high index silicorbased metalenses, the
platform is advantageous in providing lossless operation over a broad wavelength range, unlike

silicon devices tat absorb significantly at visible wavelengths. Dependindherapplication and



wavelength of interest, our design process can be adapted to different nanopost materials,
contingent on whether absorption or diffraction efficiency at high angles is adripglority.

To work within the constraints of ouruniger t y ¢l eanroomébés stepper |
limited the minimum diameter of our silicon nitride cylindrical nanopdsigure4.1(b)] to 500

nm and designed scatterers using rigorous coupéac analysis (RCWAB6]. Figure4.1 (e)

shows the simulated tramission coefficient at 1550 nm of ourdesiggede m t hi ck si | i c
nanoposts on a silicon substrate. We use a | a

from 500 nm to 1.1 em. As evidencedenbovera he mi
wide range of lattice periodicitieBigure4.1 (c)-(d)], we can approximate our nanoposts as weakly
coupled dielectric scatterers, justifying our subsequent use of the undpgethximation in

designiry the metasurfadd3]. These nanoposts can be understood as behaving like truncated
circular waveguides in which the discontinuities in refractive index at the top and bottom interfaces

of the scatterers produce Fresnel reflections andgloality factor FabryPerot resonares.
Together these modes produce the nanopostsbé c
coefficient in Figure 4.1(e) exhibits multiple resonances, which we attribute to guided mode
resonances (GMRs) aing from coupling of incident radiation to surface modes in the grating

layer. The electromagnetic power of GMRs is strongly confined within the grating layer but can

still couple to free spaci01,102] Near the post diameters exhibiting GMRs, thagghvaries

rapidly and the amplitude drops significantly, but as we select diameters off resonance when
designing our metasurfaces, these changes in amplitude do raat ioy efficiency. GMRs are
extensively studied in photonic crystal slabs and metasesfand they can be eliminated by

ensuring the phase matching condition is not satigisd 01 103]. To break this condition, the



centerto-center distance of the nanoposts needs to be réttess than the effective wavelength

inside silicon nitride, which is feasible using stafehe-art Deep UV stepper lithography systems.

4.2.2 Fabrication

To make oumetasurface cubic phase plates, we used the calculated transmission coefficient data
as aookup table, mapping the desired phase to the corresponding nanopost diameter. Fabricating
the desired metasurfaces required manufacturing a reticle in accorddnedayout file, such as

a GDSII, detailing the positions and diameters of nearly 12llomihanoposts. Whereas layout

files for typical metasurface designs usually contain individual cells for each nanopost due to the
small number of individual postir the exceedingly large number of elements in our design, we
had to develop an algorithbased on hierarchical cell references to reduce the required memory.
Minimizing the memory is critical, as layout files must undergo computationally demanding
procesing, such as fracturing, to convert the data into the proper format for manufacturing a
reticle. With the number of elements increasing quadratically with a linear increase in aperture
width, layout file compression is crucial to be able to support large metalenses. By writing

our layout file using our algorithm and converting to an OABE we achieved more than a
2600x reduction in memory. While a previously developed metasurface layout file compression
algorithm[100] showed an evemitger reduction, our algorithm is more general in that it does not
require any symmetry in the layout and can be used for general phase masks such as those for

hologams or our cubic masks.

Figure4.2(a) schemtically summarizes our fabrication process flow, including deposition, spin
coating, stepper lithography, hard mask patterning and etching, and mask réfigawal.2(b)
andFigure4.2(c) show a standard 100 mm wafer after our exposure step and an etched and cleaved

cubic metasurface phaseaf# with a hand for scale respectivelyFlgure4.2(d) and 2(e), we can



see scanning electranicrographs of the fabricated nanoposts from normaldgngbnal (45°)

views respectively. In addition to the designed metasurface Alvarez lens, our reticle also included
several static singlet and vortex begenerating metalenses to demonstrate theatiéty of our
nanopost design and fabrication process.characterizing these devices, we saw close to
diffraction-limited performance and successful generation of vortex beams with different orbital

angular momentum statdsigure4.5).



Figure4.2. Fabrication of the large area metasurfa¢a@sSchematic of thprocess flov

for fabricating multiple large area metalensegarallel using higithroughput stepp
lithographybased processing. (b) A fully exposed and developed 100 mm wafer, s
the capability to make large area devices. (c) A fully etchedlaadex] metasurface cu
phase plate with a hand for scaleaaing electron micrographs of fabricated nano

are shown at normal incidence (d) an



4.3 EXPERIMENTAL RESULTS

We experimentally verified the tunable behavior of our Alvarez metalens system by laterally
displacing the regular and inverse cubic metasurfaces with respect to one areffigu(s4.6A
for a schematic and description of the measurement setup). We displaced the metasurfaces over a
2.75 mm range, translating to a nonlinear change in focal length over a 6.62 cm range at 1550 nm,
matching closely with the theoredl focal lengtls [Figure4.3(a)]. With the same reticle layout,
we also fabricated a lens on a quartz substrate to operate at 633 nm wavelength. While this visible
regime deviced not strictly a metasurface dweitis supewavelength lattice periodicity, the near
wavelength spacing still enables a wide range of phase shifts as a function of diameter, even with
fixed nanopost thicknes§&igure4.3(b)]. For this simulationthe nanoposts have the same lattice
constant as before, but we use a | ower thickn
amplitude. In having theame spatial arrangement of nanopost positions and diameters by using
the same reticle as for thdi®n substrate design, the metalens will still focus; however, as
chromatic aberrations in metasurfaces are primarily a result of -plrapping
discontinuties[77], in illuminating at 633 nm the phase function will exhibit discontinuities which
will induce achromatic focal shift. The resultant focal length of the metalens on quartz can be
estimated via equation (8) and the strong agreement of this theoretiahlléngth and the
experimentally measured focusindriqure 4.6B for a schematic and description of the
measurement setup) confirms this behaviagyire4.3(c)].

The visible lens design with its supgavelength lattice constant does, however, come at the

cost of poducing higher diffraction orders that are absent for devices on a subwavelength lattice.

The 1550 nm and 633 nm designs achieved focusing effieenf 57% and 15% respectively at



a displacement d of 2.5 mm. The large efficiency drop at 633 nm isugttibo light being lost to
these additional diffraction orders, and when considering the focusing efficiency of the zeroth
order beam alone (i.engglecting light lost to higher order diffractlowe achieve an efficiency

of 58%, close to that of the 18%m device. We note that our university cleanroom sets a lower
limit on our achievable lattice constant, but subwavelength lattices for visbjecincies are well
within the capabilities of statef-the-art deepUV lithography systems (seligure 4.8 for a
nanopost design compatible with suchtegss). With a subwavelength lattice constant, we could
suppress these higher diffraction orders and increase the efficiency of the 633 nm design. As
calculated via angulapectrum propagatidd7], the theoretical focusing efficiency of our 1550

nm lens is 92%, indicating a significant drop in performance arising from fabrication
imperfections, likely resulting from overexposure of the nanoposts during the lithogtagey
Furthermore, we also attribute this drop to the fact that our system cesivis optical elements,
where it is assumed that light is normally incident on all scatterers in RCWA, but for our second
cubic phase plate, the incident wavefront consistdblique wavevectors after being diffracted by

the first plate. This alters thecattering properties of the nanoposts and prevents exact

implementation of the desired phase profile.
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Our widely focustunable lens is well suited for imaging withffdrent values of
magnification for varifocal zoom applicatianB examine the imaging performance of our device,
we illuminated a 1951 Air Force resolution test chart with a 625 nm LED in transmission and
imaged the pattern directly onto a camera withtanable lens on a quartz substrate without the
use of suppleental optics Figure 4.7A for a schematic and description of the measurement
setup). By fixing the test chart 30 cm away and tuning the focal lengthlf@oto 20 cm (1.8 mm
actuation of each metasurface) and appabely shifting the camera to the image plane, we
provided magnifications ranging from 0.5x to 2x, achieving a 4x zoom ré&iger¢4.4(a)]. We
repeaédthis measurement for imaging a Mona Lisa pattern prepared on standard printer paper by
scattering the LED light off the patterRigure4.7B). To demonstrate the narrow actuation range
required for changing theptical power of our metalens and its effect on imaging, we varied the
degree of lateral misalignment of the two plates overasmallrageQ e m t o + 250 ¢
recorded a video ahe Air Force pattern with this actuation in rtiate. Snapshots at spéic
levels of misalignment are also providedrigure4.4(b). The narrow rage required to actuate
the device demonstrates the sensitivity of this tuning method, where the nonlinear change in focal
length is veryabrupt as a function of displacemenie shifting and blurring of the image pattern
inFigured4( b) arise from the alteration to the syst
both longitudinally shiftshe focal plane and adds a linear phase ramp that |gtaaaislates the

image



1.0x 1.5x

b -250 pm -125 pm Opm +125 pym +250 pm

Figure 4.4 Imaging with different magnifications using thesiale lens design. (a) Examples of ime
captured without any optical elements aside from the tunable lens system in the optical path usi
Force resolution test chart illuminated in transmisstop (ow) and a Mona Lisa pattern printed on p
illuminated by scattering light off the pattern (bottom row). (b) The effect of misaligning the regulz

metasurface phase plate on image quality. The scale bar is 1.2 mm for all images.



4.4 DISCUSSIONAND CONCLUSION

Our tunable metalens system demonstrates a large change in optical power (20.8 diopters at 1550

nm and 9.2 diopters at 633 nm) with, to thetloéour knowledge, the largest focal length range

(6.62 cm at 1550 nm and 32.4 cm at 633 nm, 265% 378% change%', respectively)
for an optical metasurface demonstrated to date. Table 1 summarizes and compares some of the
properties of existing mechanically tunable metalenses with the devices demonstrated in this work,
indicating aur designs achieved only moderate changes in optical power but very large focal length
ranges. This large tuning range is enabled not only by the inverse proportionality between focal
length and displacement for Alvarez lenses, but also by oetafsd stpper lithography platform
and silicon nitride nanoposts, which can provide elements with much wider apertures using
methods compatible with mass manufacturing. Currently, however, the metasurfaces in our
demonstrated device are actuated by hamtgunicometer translation stages. Such stages would
be incompatible for any portable lens platform. Whereas the wide aperture of our device is one of
its primary benefits, the corresponding increased mass of our optical element precludes MEMS
based actusn as @monstrated with other tunable metasurface sysi@®;84] The actuation is,
however, wellwithin the @pabilities of commercial ofthe-shelf stepper motof99], such as
those usetb drive snall masses or gears in wristwatches. Integration of our large area metasurface
cubic phase plates with these actuators would provide rapid anpgoler (zero static power
dissipation) focal lengtiunable metalenses.

The developed tunablens also dmonstrated varifocal zoom imaging, adjusting magnification
from O0.5x to 2x, with | arge (1006s of centi met
demonstrate a true parfocal zoom with our device, integration of two such Alvarez[lé&¥es

would allow for zoom imaging with stationary optical components and fixed object and image



postions. Integyrating these two separate devices in a compact form factor would require
modification of the tunable focal length range and therefore increasing the constant A in equation

(8) to provide a design with shorter focal lengths.

The reported systegiemonstrate metalenses with a wide focal length tuning range and
varifocal zoom imaging capability requiring minimal lateral actuation. Expanding on our
previous work integrating two cubic metasurfaf@4, this system provides a tunable metalens
with nearly 120 million nanopostsjore than 130 times the number in our previous work,
attributable to the stepper photolithogragfompatible processing we developed with a versatile
nanopost platform. This wide tuning range and varifocal zoom capability could find applications
in microgopy, planacameras, mixed reality, and light detection and ranging (LIDAR). The
demonstrated metalens provides a pathway for metasurfaces to become a viable commercial
technology, leveraging existing mass manufacturing processes and commettiedsoffif
electroncs to reduce the mass and volume of optical systems while retaining sufficient imaging

guality and providing a loypower tuning mechanism.



Tablel. Comparison between different existing mechanically tunable metalstesrsy

Refeence

Ee et al[90]

Kamali &
al. [91]

She et al[92]

Arbabi et
al. [94]
Zhan et
al. [24]
This work
This work

Actuation Mechanism

Stretching
Stretching

Stretching (electrical
control)

MEMS

Alvarez

Alvarez
Alvarez

Focal Optical
Length Power
Change (cm) Change (i)
1 x 102 2667
8 x 102 952
15 5
6.4 x 10° 180

0.25 1600
6.62 21
32.4 9

Wavelength

(nm)
633
915

1550
915

633

1550
633

Polarization

Circular

Insensitive

Insensitive

Insensitive

Insensitive

Insensitive
Insensitive



4.5 MATERIALS AND METHODS
4.5.1 Simulation and Design

The silicon nitride nanoposts were simulated using the Stanford@dus coupledvave analysis
(RCWA) packagg56]. The validity of the unit cell approxiation was evaluated bgalculating

the transmission amplitude and phase as a function of both diameter and lattice constant. For our
1550 nm simulation, we set the refractive indices of silicon and silicon nitride to 3.476 and 1.996
respectively. For ourd nm simulation, we s¢he refractive indices of silicon dioxide and silicon
nitride to 1.457 and 2.039 respectively. Subsequent metasurface designs were evaluated as
complex amplitude masks based on the RCWA data and simulated by evaluating the Rayleigh

Sommerfeld diffractiorintegral by means of an angular spectrum propagator.

45.2 Fabrication

We used a dictionary of 6 fixed nanopost designs to make a hierarchy of cell references when
generating our metasurfacesd | mgmory Ourprockss t o s
began with either a 100 mm silicon or quartz wafer, depending otherhtbe infrared or visible

lens design was being fabricated. Our reticle was fabricated by Toppan Photomasks, Inc. and we
transferred our pattern onto a flimof AZiM 701 11 cps spun on top o
nitride layer using a 5x reduction spey lithography system (Canon FRA00 i4). After
development in AZ 300, we evaporated and then lifted off a 150 nm layer of aluminum to form a

hard mask. We then etetl the exposed nitride layer using a CHF3 and SF6 chemistry using an
inductively-coupledplasma etcher system. We removed the remaining aluminum by etching in

AD-10 photoresist developer. To capture the scanning electron micrographs, we sputtered an 8 nm



Au/Pd film as a charge dissipation layer, which was subsequently removed using typeld FA go

etchant.

45.3 Focal Length Measurement

To measure the focal length of our 1550 nm metalens, we imaged the focal plane of the tunable
metalens with a custom microscopespioned on a motioigontrolled stage. We illuminated the

whole aperture of the lens bggsing a fibecoupled and collimated 1550 nm SLD through a beam
expander and adjusted the displacement of each plate by means of separate translation stages,
projectng the microscope image of the focal plane onto an InGaAs caffigtag4.6(a)]. To
characterize the focal length of the 633 nm lens, we illuminated the device with a HeNe laser
passed through a beam expander, adetli the plates with micneeter translations stages, and

measured the focal length with a metersti€iglire4.6(b)].

4.5.4 Imaging with the Metalens

To image with our device, wkhuminated our test patterns with a 6@2% LED, placed the tunable

lens in the optical path at the fixed object distance, and tuned the focal length with translation
stages to project the image directly onto a CCD canfégaife4.7]. To zoom, we tuned ¢hfocal

length of our metalens and shifted the CCD camera to the image plane. We imaged both by

illuminating patterns in transmission and by scatteligiigf off printed object patterns.

45,5 Efficiency Measurements

To measure the focusing efficiency of thedes, we took the ratio of the optical power measured
with a power meter (Newport Model 843 at the focal plane to that measured near the surface
of the lens after transmission. In the case of the 633 nm efficiency measurement with the quartz

substrate dggn, due to the sup&vavelength lattice constant and higher diffraction orders which



we could not capture with our power meter, we defined our fogwiitiency as the ratio of the

focal plane power to that which passes through two glass plates aitla gubstrates mounted on

each with the same orientation and separation distance as our Alvarez lens setup. In using these
glass plates and quartz strages without any nitride patterning, this provides an underestimate of

the focusing efficiency as thpatterned nitride layer would induce further reflections and
scattering, reducing the total optical power transmitted through the lens surface. Themo

beam efficiency of the metalens is defined as the ratio of the focal plane power to thaedtheasur
passing through the metalens surface itself with the higher diffraction orders not being captured

by the power meter.

45.6 Characterization of lenses andrtex beam generators based on the silicon nitride

nanopost platform

In addition to the designed metasice Alvarez lenses of the main text, to further demonstrate the
versatility of our nanopost design and fabrication process, our reticle also inskardl| static

singlet and vortex beagenerating metalenses for 1550 nm operatitgure4.5 summarizes the

data collected in characterizing these devices, demonstrating successful focusing at the design
focal length Figure4.5(a)-(b)] and orbital angular momentum generationdifferent values of
topological chargeHigure4.5(c)]. Our designed 2 mm static focal length lens exhibited close to
diffractionl i mi t ed performance with a s-jnmotedvekieat e of
3.2 em. The success of these devicesieledrici fi ed

scatterers using our stepper lithograiaged platform.



4.5.7  Setup for measuring the focal length of the tunable metalens system

To measure the focaéhgth of our metalens system, we had to illuminate our device with light
passed through a beaexpander (Thorlabs BE10M) to illuminate the full aperture of the
metalens. In the case of the infrared design, we used a microscope on a ritnated sage

to image the focal plane of the metalens systeigu¢e 4.6A). This microscope comprised an
objective | ens (Nikon Plan Fluor 20x/0.50, DI (
and camera (Xenics BoaEl.7-320). By laterally actuatg the metasurface plates by means of
translation stages, the focal ¢gh of the system would shift and we could translate the microscope
until it was in focus and use the displacement to calculate the focal length. For the visible design,
with the largerfocal range supported by our device, it was beyond the range of dionmo
controlledstage and microscope, so we used a reflective screen and meterstick to measure the
focal length Figure 4.6B). For the infrared design, we used a 1550 nm SLD (Thorlabs

S5FC1005P) and for the visildesign we used a HeNe laser as our illumination sources.

4.5.8 Setup for imaging in transmission and scattering modes

To image pterns with our metalens system, we illuminated objects in transmigsgurg4.7A)

and byscattering light off printed object patterns witfi-axis illumination Figure4.7B) using a

625 nm LED (Thorlabs M625F2). Without additional optical elements in the path, we adjust the
focal length obur metales with translation stages to project an image of the object pattern directly

onto a camera (AmScope MU300).

45.9 Layout file generation algorithm

In our algorithm, we use a dictionary data structure containing 6 unique nanopost radii as keys,

each é which mapdo a unique 33ided regular polygon cell which approximates a circle. The 6



possiblekew al ue pairings correspond to 6 possible
reduce the required memory, as opposed to utilizing a continueesriep of dameters. In
generating the file, we iterate through a list of diameters and positions describing our layout and
instantiate the appropriate cell reference for each nanopost by accessing our dictionary with the
nanopost 6s r ad tomakingaseparate @edl foroepch wasopakt. In the case of our
metasurface Alvarez lens metasurface plates, we cut the memory from 372 GB to 4.4 GB as a

GDSIlI, and to only 140 MB as an OASIS file (more than a 2600x reduction).



Figure4.5. Chaacterization of static metasurface aspherical and vortex-geaerating lenses 1
1550 nm wavelength. (a) Cross section of a measured intensity profile at the focal plane of a
static 2 mm faal length lens with 1 mm diameter using our nanopdsts.inset shows the :
profile where the black dashed line indicates the position of the cross section. (b) Beam s
terms of full width at half maximum as a function of position along tlieaaxis of our lens fro
(a). (c) Measured cross sens at the focal plane of vortex beam@anerating lenses, show
doughnutshaped beams with different labelled values of topological charge. (d) 45° ii

scanning electron micrograph ofthe L3vbex beam | ens. Scale b

































































































































































































































