Foveated thermal computational imaging prototype using all-silicon meta-optics
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Foveated imaging provides a better tradeoff between situational awareness (field of view) and resolution, and is critical in long wavelength infrared regimes because of the size, weight, power, and cost of thermal sensors. We demonstrate computational foveated imaging by exploiting the ability of a meta-optical frontend to discriminate between different polarization states and a computational backend to reconstruct the captured image/video. The frontend is a three-element optic: the first element, which we call the “foveal” element, is a metalens that focuses s-polarized light at a distance of \( f_1 \) without affecting the p-polarized light; the second element, which we call the “perifovea” element, is another metalens that focuses p-polarized light at a distance of \( f_2 \) without affecting the s-polarized light. The third element is a freely rotating polarizer that dynamically changes the mixing ratios between the two polarization states. Both the foveal element (focal length = 150 mm; diameter = 75 mm) and the perifoveal element (focal length = 25 mm; diameter = 25 mm) were fabricated as polarization-sensitive, all-silicon, meta surfaces resulting in a large-aperture, 1:6 foveal expansion, thermal imaging capability. A computational backend then utilizes a deep image prior to separate the resultant multiplexed image or video into a foveated image consisting of a high resolution center and a lower-resolution large field of view context. We build a prototype system and demonstrate 12 frames per second real-time, thermal, foveated image and video capture.
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1. INTRODUCTION

Nature has optimized the mammalian eye to have a large field of view (FoV) for situational awareness and high resolution in the central area for target detection with high precision. In the human eye, the fovea (small central region covering a 2° FoV) carries half as much information as the perifovea (large outer region covering more than 30° FoV), thereby dedicating precious bandwidth to the central region [see Fig. 1(a)]. Such foveation has long been desired in artificial vision systems as well, since high resolution in the central area is desirable for target detection, while large FoV is essential for contextual awareness. This is particularly true at long wave infrared (LWIR) wavelengths where detectors tend to be low resolution making the simultaneous capture of a high resolution target and large FoV context especially challenging.

Existing solutions for foveated imaging such as foveated sensors [1,2] and foveating dynamic optics [3] do not work for thermal imaging because of the unique challenges at those wavelengths. Foveated sensor designs [2] require an array of cameras, which can be prohibitively expensive in the thermal wavelengths, while requiring depth-dependent calibration between the various subviews. Single sensor solutions such as the 3D-printed eagle eye by [1] directly trade-off the sensor area for multiple focal lengths. Since thermal sensors tend to be low resolution (smaller than one megapixel), such approaches are infeasible. Foveated dynamic optics such as [3] have never been demonstrated in the thermal regime, primarily because of the challenges in dynamic control of optical properties in materials such as germanium and zinc selenide (materials used typically used to fabricate LWIR lenses). A closely related approach by [4] leverages compound optics to obtain a single composite image that superimposes the low resolution and the high resolution images. This seminal work showcased a conceptual idea along with simulated examples on how a single sensor can be leveraged to simultaneously obtain images with two FoVs. While being a promising solution, the inverse problem of recovering two images from a single image is severely under-constrained. In this paper, we leverage recent advances in two rapidly emerging fields—meta-optics and computational imaging—to demonstrate a light-weight, first-of-its-kind, real-time, thermal, foveated image and video capture in the wild.
Meta-optics with sub-wavelength feature sizes for arbitrary phase control [5,6] have rapidly grown as alternatives to traditional optics [7–13], over a wide range of wavelengths and novel applications, including reflectors [14–16], vortex beam generators [17–20], holographic masks [21–23], gratings [24,25], optical convolutional neural networks [26], and polarization optics [27,28]. Meta-optics have two distinct advantages over traditional optics: (a) multiplexing (combining multiple phase functions in a single surface) and (b) polarization control (meta-optics can be manufactured with different phase functions for orthogonal states of polarization), and these properties have been used previously for polarimetry [29], depth sensing [30], and tunable focus [31,32].

Here, we leverage the polarization sensitivity of meta-optics to design a three-element optic that achieves large-aperture foveated imaging at the LWIR wavelengths. The first element, which we call the “foveal” element, is a metalens that encodes a phase function for a convex lens of focal length $f_1$ for $s$-polarization, whereas the $p$-polarized light is transmitted without any change (or a lens with focal length $\infty$). The second element, which we call the “perifoveal” element, is another metalens encoding a phase function for a convex lens of focal length $f_2$ for $p$-polarization, whereas the $s$-polarization that was modulated by the previous surface is left unaltered. The third element is a freely rotating polarizer that dynamically changes the mixing ratios between the two polarization states. Ideally, a polarizer with a fast changing binary state would enable capturing foveal and perifoveal images. However, such a system is hard to implement in practice. A freely rotating polarizer is easier to implement, and enables real-time capture of data. The optical setup results in a linear expansion of the FoV by $f_1 : f_2$ by the foveal lens, which we call the foveal expansion. The schematic of the proposed optical system is shown in Fig. 1(b). $s$- and $p$-polarized light independently focused by these two elements multiplexes on the image sensor, resulting in a video sequence that is not human-interpretable, but can be leveraged to reconstruct the two images with computational approaches.

Over the last decade, computational imaging has emerged as a powerful tool, where signal processing [33–42] and machine learning [43–47] algorithms co-designed with such multiplexed imaging systems can undo the effects of multiplexing and reconstruct images and videos. The freely rotating linear polarizer better-conditions the inverse problem by dynamically changing the fraction of $s$-polarized and $p$-polarized images that is multiplexed on the image sensor, meaning each frame in the captured video has a different weighted combination of the two images (one with a foveal element and another with a perifoveal element). The two images are then recovered by a computational backend that takes the sequence of images as input, and simultaneously estimates the time-varying mixing ratios, as well as the low resolution, large FoV and high resolution, narrow FoV images. Most conventional deep-learning-based reconstruction algorithms require large amounts of in-domain training data to be successful, something that is challenging when using LWIR meta-optics due to the poor signal to noise ratio (SNR) of LWIR sensors, as well as a paucity of training data. Our reconstruction algorithm consists of a deep generative prior [48] that has the distinct advantage of not requiring any training data, while producing high quality results. The computational backened as well as a simulated example is shown in Fig. 1(c).

We validated our approach by designing and fabricating the metalenses (optimized for 10 µm wavelength) in an all-silicon platform using direct laser writing [8]. The foveal element was designed with a diameter of 75 mm for a focal length of 150 mm.
The perifoveal element was designed with a diameter of 25 mm for a focal length of 25 mm. This resulted in a foveal expansion of 6:1. Images of the metalenses, as well as their scanning electron microscopic (SEM) images are shown in Fig. 1(d). Our three-element optic demonstrates videos captured in the wild at real time (>12 frames per second) enabling high resolution thermal videos of buildings, moving cars, and dynamic humans.

2. PROPOSED METHOD

A. System Overview

Figure 1 shows an overview of the foveated computational metaoptical system optimized for imaging at 10 μm wavelength. The phase functions of the two metalenses are

\[
\begin{align*}
\phi_{1, f}(x, y) &= \frac{2\pi}{\lambda_0} (\sqrt{x^2 + y^2 + f_1^2} - f_1) & \text{Foveal metalens,} \\
\phi_{1, s}(x, y) &= \text{constant} & \\
\phi_{2, f}(x, y) &= \text{constant} \quad \phi_{2, s}(x, y) &= \frac{2\pi}{\lambda_0} (\sqrt{x^2 + y^2 + f_2^2} - f_2) & \text{Perifoveal metalens,}
\end{align*}
\]

where \(\lambda_0 = 10 \mu m\) is the design wavelength. Since the physical phase of each meta-atom can only modulate between 0 and 2π, we implemented a modulo 2π wrapped phase function for each lens. The foveal lens has a focal length of \(f_1 = 150 \text{ mm}\) and a diameter of 75 mm, while the perifoveal lens has a focal length of \(f_2 = 25 \text{ mm}\) and a diameter of 25 mm. The lenses are placed at a distance of \(f_1\) and \(f_2\), respectively, from the sensor. The sensor captures images 12 frames per second.

B. Metalens Design

To implement the polarization-dependent phase response in the two meta-optics we designed a scatterer with a polarization-dependent response using a rectangular footprint of each nanopost. We first calculated the phase and amplitude response for pillars using rigorous coupled wave analysis (RCWA) [49], assuming a pillar height of 10 μm, period of 4 μm, and varying rectangular footprint defined by the sidewhths, \(x\) and \(y\). We then selected a scatterer that would have a phase response covering a range of 2π for \(s\)-polarization, while not altering the phase for light with \(p\)-polarization. We note that meta-optics for imaging in LWIR have been demonstrated in recent times with polarization insensitivity [50], broadband response [51], large aperture [52], and operation in ambient temperatures [8]. However, to the best of our knowledge, our system is the first to demonstrate results on polarization-sensitive metalenses at LWIR wavelengths. Further details about the optimization procedure are available in Supplement 1.

C. Metalens Fabrication

Each metalens was fabricated on a 500 μm thick double-side polished silicon wafer, lightly doped with boron, giving a sheet resistivity of 10 – 20 Ω – cm. We used direct-write lithography (Heidelberg DWL 66+) to define the location of the metalens aperture in a negative photoresist layer. A 240 nm thick aluminum layer was deposited via electron beam evaporation (CHA solution) and lifted off to form the metal mask surrounding the designated aperture of the metalens, reducing the noise in the experiments.

The metalens scatterer layout was aligned and patterned into the open circular aperture using direct-write lithography with a positive photoresist. We utilized deep reactive-ion etching (SPTS DRIE) to transfer the metalens pattern into the silicon layer with a scatterer depth of 10 μm and highly vertical sidewalls.

D. Optimization Approach

Let \(I_1(x, y), I_2(x, y)\) be the images formed by the foveal and perifoveal metalenses, respectively. Assuming the two images are static between \(t = t_1\) and \(t = t_2\), the resultant image on the sensor is

\[
I_{\text{meas.}}(x, y) = \alpha_t I_1(x, y) + (1 - \alpha_t) I_2(x, y),
\]

where \(\alpha_t = \cos^2(\theta_t)\) is the mixing ratio depending on the position of the polarizer at time \(t\). Since the polarizer is freely rotating, its exact position is unknown at each image capture, and hence we estimate its position (and hence mixing ratio) along with the foveal and perifoveal images.

Let \(x^1 = I_1(x, y)\) and \(x^2 = I_2(x, y)\) be the vector representation of perifoveal and foveal images, respectively, to be estimated from the measurements \(y_j\). To regularize the inverse problem, we rely on the inherent regularization offered by convolutional neural networks and solve the following modified optimization problem:

\[
\min_{\alpha_t, \theta_1, \theta_2} \sum_{j=1}^{t_2} \left\| y_j - \alpha_t x^1 - (1-\alpha_t) x^2 \right\|^2_2 + \mathcal{R}(x^1, x^2),
\]

\[
x^1 = \mathcal{N}_1(n_1; \theta_1),
\]

\[
x^2 = \mathcal{N}_2(n_2; \theta_2),
\]

where \(\mathcal{N}_1\) and \(\mathcal{N}_2\) are untrained neural networks, \(\theta_1, \theta_2\) are weights of the neural networks to be optimized, and \(n_1\) and \(n_2\) are inputs with each entry drawn in a uniformly random manner. This approach of optimizing for the weights of an untrained neural network instead of the image is similar in spirit to deep image prior [48]. Utilizing two separate networks promotes dissimilarity between the two images \(x^1\) and \(x^2\), and hence results in high quality separation [53]. Further details about the network, as well as the regularization function \(\mathcal{R}\), are available in Supplement 1.

E. Experimental Setup

Our setup consists of two, four inch metalenses mounted on optomechanical systems (Thorlabs LMR4) on a rail system. A linear polarizer (Thorlabs WP25M-IRC) was mounted on a fast rotation stage (Thorlabs ELL14) and asynchronously rotated at 2 Hz. For some of our experiments, we placed a 10 μm spectral filter with a bandwidth of 500 nm to obtain sharp images. All the results in the paper were captured with an exposure duration of 40 ms. Images in Figs. 2(a) and 2(c), Figs. 3, and 4 were captured with an Infratec VarioCAM HD 1800 camera, while the images in Figs. 2(b) and 2(d), and Fig. 5 were captured with a FLIR A655sc camera. The Infratec VarioCAM HD 1800 camera was fitted with a 0.5 x relay lens, and the FLIR A655sc was fitted with a 0.3 x relay lens. The relay system was required to overcome the mechanical constraints of the camera, which prevented us from placing the 25 mm lens at the appropriate distance from the sensor. We found that the relay had no effect on the final quality of the acquired
3. RESULTS

A. Image Reconstruction of Still Life in the Wild

Our optical setup produces high resolution foveated images in diverse indoor and outdoor settings. The powerful computational backend is capable of reconstructing images from raw measurements in diverse settings. Figure 2 shows reconstruction of several outdoor (a), (b), (c) and indoor (d) scenes with a wide range of temperature variations. We note that the relative FoV of the foveal lens can be changed in a content-adaptive manner, very similar to a zoom system. The perifoveal image can be used to identify a region of interest (ROI) where higher resolution is required, and then the foveal lens can be moved/tilted appropriately to focus on this region. In our examples, we moved the foveal lens with respect to the perifoveal lens in a way to visualize parts of the scene with interesting features, such as the tall tower in (a), foreground car in (b), building panes in (c), and fork in (d). In each case, 8 s of video data was captured with the polarizer rotating freely. We removed the spectral filter for Figs. 2(a) and 2(c) to increase measurement SNR. We note that, while our metalens is designed only for 10 µm, we can still capture images under broadband light as demonstrated recently [8]. The advantages of dual focal length are evident—the perifoveal image provides a context of the surroundings, while the foveal image provides high quality details of the central region. In particular, note the clear grating-like structure in Fig. 2(c) due to window frames, as well as the parallel prongs of the fork in Fig. 2(d).

B. Video Reconstruction of Dynamic Scenes at 12 fps

Our optical setup is capable of capturing dynamic scenes at high spatial and temporal resolutions, a result previously unreported in the metalens literature. To demonstrate this, we imaged three people exhibiting different forms of motion, as shown in Fig. 3(a). The person on the left was rocking left to right, the person in the middle was sitting on a chair and waving his hand with small range of motion, and the person on the right was waving his hand with a large range. We reconstructed a video sequence in a sliding window manner, where a continuous sequence of eight measured images was used to recover a pair of perifoveal and foveal video frames. Note the perifoveal image clearly showing waving of the right person’s hand, but nearly no motion of the person sitting in the center. The foveal, however, clearly shows the waving motion, along with all fingers separately. Figure 3(b) shows a parking lot with several cars. The video sequence was captured by moving the camera from the right end of the parking lot to the left end.
Fig. 3. Capturing videos of dynamic scenes. Our optical setup enables simultaneous reconstruction of small and large FoV images of dynamic scenes with high accuracy. We leveraged a sliding window reconstruction where we assume that the scene does not change over eight frames (half the period of the polarizer) and then reconstruct a frame. Each of the scenes has a resolution of $290 \times 290$ pixels with each pixel measuring 24 $\mu$m. Here we show reconstructed images from two videos with dynamic motion including (a) humans waving their hands and (b) a parking lot with several cars. If the mixing ratios are known a priori, then we can employ a simple least-squares-based solution that enables reconstruction in real-time, shown in the third and fourth rows. See Visualization 1, Visualization 2, and Visualization 4.

Fig. 4. Imaging thermodynamics at high spatial and temporal resolutions. We switched a coil-based heater (a) on for 5 s, then switched off for 5 s, on for 10 s, off for 10 s, on for 20 s, and finally switched off in sequence, resulting in heating and cooling periods, and then reconstructed (b) perifoveal and (c) foveal images. We can observe the complete heater, including the high frequency components of the parabolic reflector in the perifoveal images, as well as the coil in the foveal images. (d) Transients over three marked areas show (1) indirect heating of the heating hub, (2) indirect heating close to the coil, and (3) direct heating of the coil. See Visualization 3 and Visualization 4.

During the capture, the cars in the front were static, while a car in the background turned left and exited. The perifoveal images capture the complete scene with all three cars, while the foveal images show details of each car in each snapshot. If the mixing ratios $\alpha_t$ are known a priori, such as in the case when the polarizer rotates synchronously with the sensor exposure duration, then
we can leverage a least-squares-based reconstruction (details in Supplement 1) without any deep prior. This enables a real-time reconstruction, visualized in the second row in Fig. 3. The computational time per frame was less than 20 ms of CPU time. This computation can be performed asynchronously while the camera is capturing images, thereby enabling a real-time reconstruction at 12 fps. Thanks to the low computational complexity of OpenCV [54] functions, the computational backend can be implemented on a low power computational platform such as a Raspberry-Pi, creating a compact imaging system. The complete video sequence is available in Visualization 1 and Visualization 2.

As with dynamic motion, our setup can also image thermodynamic phenomena at high resolution. Figure 4(a) shows a portable heater going through three cycles of switching on and off (5 s, 10 s, and 20 s), producing a distinct transient visualized in Fig. 4(d). The effect of this heating cycle shows up in three forms. At spatial point 1, which is indirectly heated, the rise and fall in relative intensity are small, and smooth. At point 2, which is also indirectly heated but close to the heating coil, the transients are stronger than at point 1. At point 3 on the coil, the transients are the strongest. Point 1 is easy to distinguish in the perifoveal image that provides an overall view of the heater, including the high frequency components of the parabolic reflector, but does not resolve the fine coil structure. In contrast, the foveal image clearly shows the coils and enables evaluation of transients at very fine-grained spatial resolutions. The thermodynamics video sequence is available in Visualization 3.

**C. Single Image Reconstruction**

While polarization control enables high quality image separation, it may not always be feasible to add a polarizer in the optical system, such as imaging with very high frame rates. Our deep-prior-based computational backend is sufficiently powerful to work in such scenarios, where we can only capture a single frame with a combination of images from both lenses. There, we leverage the similarity between the downsampled foveal image and the central crop of the perifoveal image to regularize the inverse problem. Given the perifoveal image $x^1$ and the foveal image $x^2$, we have

$$ C x^1 \approx D x^2, $$

where $C$ is the cropping operator, and $D$ is the downsampling operator. We then solve the modified optimization problem

$$ \min_{x^1,x^2} \| y - (x^1 + x^2) \|^2 + \eta_1 \| C x^1 - D x^2 \|^2 + R(x^1, x^2), $$

where $\eta_1$ is the weight of penalty for similarity between the cropped perifoveal image and the downsampled foveal image. Further details about the regularizer are available in Supplement 1.

Figure 5 shows an indoor example with a wooden stencil and an outdoor example with a parked car. The indoor scene has a perifoveal image consisting of the sector star target, as well as an owl, while the foveal image zooms into the sector star. The foveal image clearly shows the sector at high resolution. The sensor measurement for the outdoor scene has distinct contributions from both perifoveal (small car, and golf cart) and foveal (enlarged car) images. The reconstructed images show the surroundings in the perifoveal image including the wheels of a golf cart, while the foveal image shows the features of the car. Note that there is some overlap in the reconstructions. The ill-posedness of the inverse problem produces artifacts in both perifoveal and foveal images. It is possible to remove such artifacts with more advanced computational approaches including a trained neural network [55], which we leave for future work.

**4. DISCUSSION**

We have demonstrated a first-of-its-kind optical system based on polarization-sensitive metalenses that enables foveation. The optical setup along with a powerful computational backend is capable of imaging in the wild at real-time rates, opening up a wide range of possibilities in applications that require compact optical systems along with large field of view and high spatial resolution.

**A. Limitations and Future Directions**

Since our optical system relies on polarization to separate the two images, scenes with strongly polarized light (such as purely linearly polarized) will produce images only with one of the two lenses. In practice, most real images are composed of unpolarized or partially polarized light, and hence our approach is expected to work for a broad range of scenes.
Our metalenses-based foveated imager currently produces sharp images only for a narrow range of wavelengths. This limitation is common across most metalenses [56]. Further, due to a simple hyperbolic phase function, the captured images are sharp at the center of the lens, but tend to be distorted towards the edges of the FoV (see Supplement 1 for further details). However, by co-optimizing the meta-optics and computational backend, the metalenses can be made to focus over a much broader range of wavelengths and over a much larger FoV as shown in the visible [44]. Foveated imaging with broadband performance will constitute a promising future direction. Our metalenses have moderate transmission efficiency of approximately 60%, due to a lack of antireflection (AR) coating and absorption in the silicon substrate. Combined with the usage of a polarizer, this invariably results in a reduced sensitivity (throughput approximately 18%). Our lab prototype achieved a noise-equivalent temperature difference (NETD) of 152 mK, while an optical system equipped with an off-the-shelf 25 mm objective achieved 71 mK, thereby resulting in a 2× lower sensitivity. This can be overcome with more advanced manufacturing procedures with AR coatings on the metalenses or using transparent materials in the LWIR range, such as As3S3 or GeSbSe thin-films on CaF2 substrate [57].
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