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Renewable generation, e.g., wind power and photovoltaic resources, and non-traditional energy

providers, e.g, flexible loads and energy storage, have demonstrated their potential to eliminate or,

at least, to alleviate dependency on costly and depletable energy resources, as well as to reduce gas

emissions, thus fostering a transition toward a sustainable power sector. As result of this transition,

future power systems will require new decision-making tools that would rigorously account for

unique features of the renewable generation and non-traditional energy providers to adopt these

means at socially acceptable costs. However, operational and long-term planning decision-making

tools for power systems have not kept pace with this dramatic growth in renewable generation.

Hands-on experience in real-life power systems has revealed the inefficiency of these tools and

demonstrated the need for an overhaul of the current approaches to power system operation and

planning.

This dissertation examines existing approaches to account for the stochasticity of renewable

generation in short-term planning tools and proposes two new unit commitment models based on

stochastic and interval optimization techniques. These models are demonstrated to maintain accept-

able levels of reliability and reduce the system-wide operating cost, as well as to increase utilization

of available renewable generation. Furthermore, this dissertation presents a new framework that



enables participation of renewable generation in providing ancillary services, e.g., active power re-

serve, that facilitates higher penetration levels of this generation.

This dissertation describes a new bilevel model that determines the optimal location and size

of merchant storage devices to perform the spatiotemporal energy arbitrage. This method aims

to simultaneously reduce the system-wide operating cost and the cost of investments in ES while

ensuring that merchant storage devices collect sufficient profits to fully recover their investment

cost. This model is used to demonstrate that existing power system with perspective renewable

generation portfolios will have sufficient profit opportunities to install merchant storage.
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INTRODUCTION TO SUSTAINABLE POWER SYSTEMS
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Chapter 1

INTRODUCTION

1.1 Embracing a Sustainable Future

Traditionally, power systems in post-industrialized societies have been designed to produce elec-

tricity on a bulk scale using generation technologies with relatively high energy densities (e.g.,

fossil-fired, hydro, and nuclear generation) and to deliver electricity to distributed end-users via a

mesh network with low connectivity. This paradigm assumes that the electricity injected by bulk,

fully controllable generation resources flows downstream to the load buses. The process is centrally

coordinated by the system operator (SO), which is responsible for maintaining the generation-load

balance by continuously adjusting the output of the generators. This configuration takes advantage

of the economy of scale achieved by operating large generators with relatively low per-MW capital

costs.

Renewable generation options, although they have always been available, have not always been

considered viable due to their scattered network allocation, low capacity ratings, and relatively

high per-MW capital costs [1, 2, 3, 4]. Traditionally, these drawbacks (including low predictability

and controllability of those resources) outweighed their advantages (e.g., emissions-free operation

and near-zero production costs [4]). The limited interest in exploring renewable alternatives was

rooted in a lack of public awareness of the environmental implications of traditional generation

technologies. However, after the Three Mile Island accident in 1979, the Chernobyl disaster in

1986, the triple meltdown in Fukushima in 2011, and the recognition of the risks associated with

global climate change, there has been an international push toward the integration of renewable

generation to minimize the anthropogenic effects of the power sector and related industries [5, 6].
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Since then, renewable generation resources—mainly based on wind and photovoltaic (PV) technologies—

and non-traditional energy providers that facilitate the integration of renewable generation into

existing power systems—mainly, ultra-flexible gas-fired generators, adjustable loads, and energy

storage—have been developed as a promising means to alleviate dependency on costly and de-

pletable energy resources, as well as to reduce gas emissions [7, 8, 9], thus fostering a transition

toward a sustainable power sector. Motivated by [10], this dissertation defines this attitude as achiev-

ing a power system planning design that is flexible enough to adopt continuously new technological

means to reduce the usage of non-renewable resources and gas emissions, yet still provides univer-

sal access to energy at socially acceptable costs. While this concept has been discussed since the

early 1970s, the massive deployment of renewable generation resources has only become possible

after the recent policy initiatives that provide generous incentives (in the forms of subsidies and tax

credits [11, 12, 13, 14, 15]). As a result, by the end of 2014, renewable generation exceeded 10%

penetration levels, in terms of annual electricity produced in some regions of the US, the European

Union, and China [16]1; even higher targets are expected to be reached in the forthcoming years

[17]. However, power system operational tools and long-term planning decision-making tools have

not kept pace with this dramatic growth in renewable generation. For the most part, these tools

still assume that power systems are operated in the traditional ‘fossil’ paradigm, thus ignoring the

unique stochastic nature of renewable generation. Hands-on experience in real-life power systems

has revealed the inefficiency of these tools and demonstrated the need for an overhaul of the current

approaches to power system operation and planning.

Given the anticipated growth of renewable penetration levels [17], the challenges imposed by

renewable generation on power system operation and planning should be addressed in a system-

atic and rigorous manner. The goal of this research is to assist power system professionals and

1It should be noted that, in some regions, hydropower generation resources installed decades ago are counted toward
achieving more recent renewable penetration targets. This practice, of course, simplifies achieving these targets, but at
the expense of reducing the amount of newly built renewable generation resources (e.g., wind and PV) to be installed.
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stakeholders in identifying and answering these challenges to facilitate a cost-effective and reliable

transition into a sustainable power system. This work, among other studies on the subject, aims to

pave the way to this promised sustainability by means of revisiting existing approaches to short-term

operation and long-term planning:

• Short-term operation: This work analyzes non-deterministic optimization frameworks ap-

plied to day-ahead and hour-ahead decision-making tools and quantifies their benefits. These

frameworks aim to replace traditional ad-hoc reserve rules with an endogenous assessment

of actual system-wide reserve needs. This assessment either relaxes the ad-hoc reserve rules

(thus reducing operating costs) or tightens them (thus improving performance reliability). The

numerical results presented in this work demonstrate that the value of these non-deterministic

optimization frameworks increases with renewable penetration levels. Therefore, this work

argues that the practical implementation of these techniques is imperative for achieving sus-

tainability in power systems.

• Long-term planning: This work explores the technical and economic benefits that can be at-

tained by installing battery energy storage, an emerging technology that can arbitrage energy

production and consumption in power systems with high penetration levels of renewable gen-

eration. These benefits are quantified regarding system-wide operating cost savings and the

increased utilization of renewable generation. Furthermore, this work is extended to enable

economically viable energy storage procurement that ensures that energy storage owners can

recover their investment costs.

1.2 Challenges

Over the past decade, two renewable generation technologies (i.e., wind and PV generation) have

been installed in quantities that can affect power system operation. Therefore, the scope of this

dissertation is limited to the challenges specific to these two renewable generation technologies.
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1.2.1 Uncertainty and Variability

Power systems have always been exposed to different sources of uncertainty. For instance, there is

always a chance that a generator or transmission line will trip. The former failure would require

the deployment of spare generation capacity to maintain the generation-load balance while the latter

contingency would use the spare generation capacity to avoid potential transmission line overloads.

Similarly, real-time load values are likely to deviate from their forecasts; the generators must com-

pensate for these deviations. The inability to predict exactly these events introduces uncertainty into

power system operation.

This uncertainty is unavoidable; system operators deal with uncertainty by using a number of ro-

bust, computationally efficient, and affordable heuristics. For instance, to handle random generator

and transmission outages, systems operators enforce the (N − 1) security criterion, which specifies

that the system should be able to sustain the loss of any k out of N elements. Usually, system

operators set k = 1, which protects the system against the failure of the largest on-line generator

[18]. However, in some cases (e.g., in ERCOT), k = 2, which is equivalent to a sudden loss of 2300

MW generation2 [19]. Similarly, the uncertainty of load forecasts is relatively small and is typically

estimated as a certain percentage of the hourly load. For example, PJM assumes a load uncertainty

of 1% of the peak and load valley loads, for respective peak and off-peak hours [20]. The advantage

of these heuristics is that they are intuitive and very easy to implement.

The key difference between the uncertainty caused by renewable generation and the uncertain-

ties mentioned above is that the latter have been scrutinized over the past century and are therefore

better understood. For example, load forecasts and their uncertainty exhibit roughly the same daily

and seasonal features (e.g., morning upward and evening downward ramps [21]). Similarly, contin-

gencies can be ‘forecast’ using historical data and advanced condition-based monitoring techniques

[22, 23]. On the other hand, the outputs of wind and PV generation are weather-driven and, there-

2For example, 2300 MW is the size of two average nuclear power plant blocks.



6

fore, do not necessarily follow a ‘typical’ daily pattern [24]. Furthermore, the accuracy of existing

forecasting tools [25] is sensitive to look-ahead horizons and drastically decreases for time horizons

of 6 hours or longer [26]. Thus, dealing with uncertainty becomes challenging for time scales longer

than several scheduling intervals3.

In addition to their uncertainty, wind and PV generation are notorious for their variability (i.e.,

their inability to maintain a stable output [28]). Although semantically the terms uncertainty and

variability have similar meanings, in the context of this work, they denote entirely different physical

phenomena. Unlike uncertainty, which is caused by the imperfection of forecasting tools, variability

is caused by random atmospheric processes [29]. These processes, and thus, variability, are observed

on shorter time scales than uncertainty [28], therefore affecting power system operation within given

scheduling intervals. When compared to load patterns (which also exhibit some variability), the

variability of renewable generation is characterized by higher magnitudes and frequency [28].

As penetration levels of wind and PV generation increase, these resources impose larger mag-

nitudes of uncertainty and variability, thus requiring more flexibility from conventional generators

to maintain load-generation balance [29]. For example, data-driven studies for ERCOT [29] and

CAISO [31] show that the integration of renewable generation will need more reserve from con-

ventional generators (in terms of spare capacity), as well as higher and more sustainable ramping

rates. These larger reserve requirements are likely to affect the scheduling and dispatch decisions of

conventional generators [32] and thus, cause additional costs [33].

This dissertation proposes to address certain challenges imposed by renewable generation on

power system operation and long-term planning by accommodating for the stochastic nature of

these resources using a combination of different optimization frameworks.

3Typically, the generation scheduling of all but ultra-flexible generators is performed with an hourly resolution; how-
ever, this practice is likely to change to accommodate high penetration levels of renewables, see [27] for further details.
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1.2.2 Reduced Controllability

As explained in Section 1.2.1, dealing with the uncertainty and variability of renewable genera-

tion requires additional flexibility from conventional generators. However, renewable generation—

especially when integrated in large quantities—tends to replace conventional generation, thus re-

ducing the supply of flexibility [34]. Notably, reference [34] emphasizes that the units that are most

able to provide this flexibility are most likely to be replaced by renewable generation. Therefore,

the replacement effect of renewable integration should be coordinated with long-term resource ad-

equacy studies to ensure that the conventional generation mix can provide sufficient flexibility to

accommodate for high penetration levels of renewable generation [35, 36]. This coordination is of

greater importance to power systems that have an inflexible generation mix [37].

Conventional generators unaffected by the aforementioned replacement effect are likely to face

operational challenges caused by an increasing flexibility burden. Many of these generators were

commissioned decades ago and are thus not designed (neither technically nor economically) to

provide flexibility for mitigating the impacts caused by renewable generation uncertainty and vari-

ability. These units may have to be cycled4, leading to accelerated wear-and-tear (e.g., fatigue,

erosion, corrosion, and, subsequently, more frequent forced outages [34]). As explained in [38],

assessing the indirect costs caused by these mechanical effects is not straightforward. Ultimately,

excessive cycling of some conventional generation may significantly reduce their expected lifetimes

[34]. In addition to tear-and-wear effects, additional cycling of conventional generators is shown

to reduce the long-term fuel efficiency of these units [39]. In turn, this can have undesirable envi-

ronmental consequences. For example, reference [40] concludes that cycling conventional units in

the US Western Interconnection could reduce the COx and NOx benefits of renewable generation

by 2% and 0.3%, respectively. Thus, transitioning to sustainable power systems requires a con-

ventional generation mix that can provide sufficient controllability to avoid reducing the costs and

4Here, and in the following discussions, cycling is defined as the turning on/off and ramping up/down of generators.
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environmental benefits of renewable generation.

This dissertation addresses the challenge of this reduced controllability on the supply side by

exploring the ability of wind generation to provide some flexibility, in addition to the flexibility

provided by conventional generation.

1.2.3 Market Implications of Renewable Generation

While conventional (thermal) generation typically carries significant fuel costs5, renewable gen-

eration (specifically, wind and PV) has near-zero production costs. On the one hand, this makes

renewable generation an effective means to reduce the overall cost of supplying electricity. On the

other hand, under high wind penetration levels, these near-zero production costs reveal a number of

flaws in existing market-clearing designs [42], which affect the profit opportunities of conventional

electricity market participants [43].

The effect of renewable generation on energy prices is two-fold. First, renewable generation

leads to higher intra-day volatility in locational marginal prices (LMP) [44]. This volatility favors

flexible market participants (such as emerging energy storage and demand response resources) who

gain new opportunities to trade energy on short notice, but discriminate against inflexible generators

(such as base-load, coal-fired, and nuclear generators) that may experience significant monetary

losses during some operating intervals due to their intertemporal constraints [45]. Second, renewable

generation tends to reduce the LMPs, thus reducing the profit streams of conventional generation,

which may eventually force some fossil-fired generators out of business [42]. Furthermore, the

integration of renewable generation affects LMPs via various financial incentives (e.g., tax credits

and subsidies) that have been adopted to facilitate the faster integration of renewable generation.

5Note that although hydropower generation is also considered ‘conventional’ in the open literature, these resources
have near-zero production costs. Furthermore, in practice, scheduling and dispatch decisions on hydropower generation
are produced separately and can be driven by methods other than electricity supply priorities (e.g., flood control,
irrigation, fish and wildlife conservation.). See [41] for further discussion.
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These incentives allow renewable generation to submit negative price offers6, thus increasing the

chances of these offers being accepted in the energy market and, sometimes, setting the LMP to

negative values unacceptable for fossil-fired generators. Although these incentives improve the

utilization of renewable generation, this comes at the expense of higher operating costs, excessive

cycling of conventional generators, and higher gas emissions [46]. Furthermore, reference [45]

demonstrates that the practice of negative offers is likely to re-enforce the replacement effect of

renewable generation and force the early retirement of some fossil-fired generators due to inadequate

profit opportunities. Finally, the pressure that renewable generation has on LMPs is likely to affect

profit streams for emerging energy storage and demand response technologies.

In the ancillary services7 market, renewable generation increases the reserve requirements [29,

32, 33] and, thus, increases the cost of reserve procurement [32, 33]. However, the effect of renew-

able generation on reserve prices is not straightforward. While the increased reserve requirement

tends to increase the market-clearing prices for this product, the conventional generators replaced

by renewable generation in the energy market are likely to submit more offers in the reserve market

[42], thus increasing its volatility.

In line with the open literature, this dissertation acknowledges the need for new market clear-

ing designs that would ensure the economically sustainable integration of renewable generation and

its co-existence with conventional generation technologies. This dissertation contributes to the de-

ployment of emerging energy storage technologies by proposing a new profit-constrained approach

to optimizing energy storage investments, such that their profit streams are immunized against the

impacts of renewable generation resources on LMPs.

6Reference [45] explains the term negative price offers, which is counter-intuitive in terms of traditional commodity
markets, where it is the ‘inability to dispose of electricity without cost’ and, instead, interprets it as ‘a transfer from
U.S. taxpayers to the market for taking wind power.’

7The scope of this dissertation limits the ancillary services to the active power reserve.
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1.2.4 Is Energy Storage a Panacea?

Recent advances in material science make the large-scale deployment of electrochemical energy

storage8 in the transmission system a technically feasible option [47]. On a fundamental level,

energy storage is similar to transmission lines, with the only difference being that transmission

lines move energy in space while energy storage moves it in time [48]. Therefore, applications

of energy storage for spatiotemporal energy arbitrage [48], peak shaving [49], frequency [50] and

voltage support [51], as well as congestion management [48, 52], have been proposed. Furthermore,

energy storage can compensate for the replacement effect of renewable generation and its impact on

the SO’s ability to control the system from the supply side by providing fast responses to dispatch

signals [53]. However, electrochemical energy storage is still an emerging technology; therefore,

real-life installations, beyond tens of demonstration projects, are limited due to the relatively high

capital costs of these devices.

Provided that anticipated capital cost reductions and increased charging/discharging efficiency

are achieved, system operators could use energy storage to facilitate the reliable integration of re-

newable generation. For instance, Solomon et al. [54] estimates that the state of California will

need 186 GWh/22 GW of energy storage to enable an approximately 85% penetration of renewable

generation9. However, the authors intentionally avoid discussing the economic implications of such

large-scale energy storage deployment due to the uncertainty on the capital costs. Kintner-Meyer et

al. [56] concludes that the Northwest Power Pool will need 10 GWh/0.7-1 GW of energy storage re-

sources by 2019 to balance 14.4 GW of installed wind generation capacity. However, the economic

analysis in [56] also reveals that the revenue streams for such a deployment of energy storage are

expected to be thin.

8In this dissertation, energy storage is defined as a generic category of devices or physical media that store energy to
perform useful processes at a later time.

9Note that the California Public Utilities Commission currently mandates 1.325 GW of utility-scale storage to be
installed by 2024 MW [55].
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Regulators and system operators acknowledge the importance of energy storage for mitigating

the challenges imposed by renewable generation on power systems (surveyed in Sections 1.2.1 and

1.2.2 [57, 58]). Therefore, there has been a push to accelerate research efforts that would propose

the optimal configuration of energy storage to attain the maximum benefits from these resources.

However, the complexity of optimally installing energy storage resources in power systems with

high penetration of renewable generation arises from the need to balance long- and short-term costs

and benefits [48], as well as from the difficulties associated with taking transmission constraints

into account [59]. Ignoring these factors leads to an inaccurate assessment of the value of energy

storage [60]. Furthermore, energy storage is considered an energy-limited resource and its technical

characteristics do not always support its participation in electricity markets on a par with other

energy providers. Therefore, energy storage participation in electricity markets is likely to require

special rules (e.g., the principle of energy neutrality and energy restoration mechanisms [61, 62]) to

maximize their benefits.

This dissertation recognizes capital intensive investments as the primary challenge of adopting

energy storage in sustainable power systems and suggests an economically sustainable approach to

installing these devices in existing power systems.

1.2.5 Modelling Accuracy and Computational Complexity

Given the size of power systems, reaching optimal decisions for operation and long-term planning is

computationally expensive. In addition to the notorious dimensionality curse, computational issues

also arise from the non-convexity of the mathematical models representing the physical processes

underlying power system operation. This non-convexity mainly stems from the physics of alternat-

ing current power flows, as well as the integer on/off and control decisions (e.g., the start-up and

shutdown of conventional generators or the tap changer mechanism of power transformers). Dealing

with these non-convexities typically leads to NP-hard computational problems and is bounded by
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the capabilities of existing solvers.

Computational complexity has also been affected by the introduction of probabilistic methods to

deal with the uncertainty and variability of renewable generation in a more cost-efficient and reliable

manner. To alleviate this computational burden, modelers usually have to balance10 the accuracy of

their assumptions and solution approach with the ability to produce a meaningful solution within

a reasonable amount of time [64, 65]. As explained in [64], this compromise can be reached by

adjusting the modeling fidelity for different studies and analyzing the sensitivity of a particular

modeling approach or assumption to the goals of the study11. Alternatively, the complexity of

specific problems can be reduced by using specific dimensionality reduction techniques [66, 67].

However, the generality of these techniques is quite limited; therefore, they require special tuning

for each application.

This dissertation fully realizes the unavoidable trade-off between the accuracy and complexity

of the models and shares the common sense philosophy that ‘all models are wrong, but some are

useful’ [68]. Therefore, for each application, this dissertation uses modeling assumptions that are

relevant for a particular analysis.

1.3 Reader’s Guide

Although all of the chapters of this dissertation are closely related, each chapter is intended to be

comprehensible when read separately. To facilitate navigation within the manuscript, all references

in this dissertation are interactive.

The content of this dissertation is itemized below:

• Chapter 2 consists of three sections. Section 2.1 summarizes the objectives of operational

10This trade-off is unavoidable and arises in many disciplines, including some quite outside engineering. For instance,
Dr. Henry A. Kissinger complains in [63] that ‘complexity inhibits flexibility,’ even in foreign affairs.
11For example, it is customary in some studies to replace a non-convex and non-linear alternating current representation
of power flows with a convex and linear direct current representation of power flows. The replacement makes it possible
to take advantage of convex solvers with high computational performance at the expense of a less accurate account of
the underlying physical process.
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planning in power systems and compares state-of-the-art approaches to this task. Section 2.2

surveys the goals and existing methods for long-term planning and contrasts them to opera-

tional planning. Section 2.3 details the contributions of this dissertation.

• Chapters 3 and 4 present two short-term planning models that aim to address the challenges

imposed by the uncertainty and variability of the renewable generation surveyed in Sec-

tion 1.2.1. These Chapters evaluate the reliability and cost performance of the proposed

models relative to the state-of-the-art and discusses their benefits projected on increasing pen-

etration levels of renewable generation. The content of these chapters is based, in part, on the

work reported in [29, 80, 81, 82, 83].

• Chapter 5 describes a probabilistic approach to scheduling wind power generation, to provid-

ing reserve for mitigating its own uncertainty and variability, and to reducing system-wide

reserve requirements. Moreover, this Chapter shows that this approach helps deal with the

controllability of conventional generation in the presence of renewables (as described in Sec-

tion 1.2.2) and evaluates its cost savings. The content of this chapter is based, in part, on the

work reported in [84].

• Chapter 6 departs from the short-term planning contributions of Chapters 3-5 and presents

a bi-level programming model for siting and sizing energy storage in power systems with

renewable generation. This model overcomes the market challenges described in Section 1.2.3

and ensures sufficient profit streams for deployed energy storage. The content of this chapter

is based, in part, on the work reported in [85, 86].

• Chapter 7 summarizes the key findings of this dissertation and lays out future research direc-

tions.
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Chapter 2

LITERATURE REVIEW

2.1 Short-term Operations

2.1.1 Objectives

In modern power systems with relatively large penetration levels of renewable generation (such as

PV and wind resources), SOs must use short-term scheduling and dispatch procedures to account

for the challenges surveyed in Section 1.2. The need for short-term planning is because the power

outputs of conventional generators are subject to intertemporal mechanical and thermodynamical

constraints that need to be accounted for ahead of the actual energy delivery to avoid generator

damage or load shedding. For example, during the event on February 26, 2008 [87], failure to pro-

cure enough generation capacity led to the automatic tripping of several generators and involuntary

load reductions in the ERCOT system. The underlying cause of this event was described as a com-

bination of several factors, including the unforeseen reduction of wind power generation during the

evening load ramp up. As penetration levels of renewable generation increase, the frequency of such

unfavorable conditions is expected to grow.

In this dissertation, a combination of the following three stages is considered short-term plan-

ning1 [92]:

• Day-ahead stage: This stage occurs approximately 12 hours before the beginning of the day

under consideration. The SO uses the best load and renewable generation forecasts available

1Here, a vertically integrated power system is assumed, where one entity is responsible for all physical and monetary
transactions. In practice, the number of stages and their definitions may vary in different jurisdictions. Also, these
stages can be affected by the market practices adopted in a particular jurisdiction. Interested readers are referred to the
day-ahead scheduling manuals of real-life system operators for further details [88, 89, 90, 91].
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at the time and solves the Unit Commitment (UC) problem to determine the least-cost on/off

schedule and the power outputs of all conventional generators. Typically, the UC problem

is solved with an hourly resolution; however, it is expected that it will shift to sub-hourly

resolutions to better account for the uncertainty and variability of renewable generation [82].

• Hour-ahead stage: The SO uses updated load and renewable generation forecasts (which

are more accurate than those that are used at the day-ahead stage) 30-90 minutes before each

hourly or sub-hourly operating interval to adjust the on/off schedule and the power output of

all conventional generators. This stage typically uses an Optimal Power Flow (OPF) model,

which solves a cost minimization problem based on a more detailed representation of the

transmission and generation assets than in the UC. The time resolution used in the hour-ahead

stage is usually based on the same time resolution as the day-ahead stage.

• Real-time stage: When the moment of actual energy delivery occurs, the SO uses generation

resources procured at the day-ahead and hour-ahead stages to meet real-time demand and

renewable generation conditions, which are likely to be different than those forecasted at the

day-ahead and hour-ahead stages. For the purpose of real-time operations, each operating

interval is divided into 5-15 minute sub-intervals, and the generation dispatch is adjusted for

each sub-interval separately based on real-time signals. Within one dispatch interval, the

effects of the stochastic nature of the renewable generation resources are minimal, and their

outputs can be assumed fixed (i.e., the output at the beginning of the dispatch interval is likely

to be equal to the output at its end).

At both the day-ahead and hour-ahead stages, the SO faces the uncertainty and variability of

renewable generation and load. To alleviate the impacts of these phenomena on real-time operations,

the SO must schedule the available generation resources in such a way so that they provide a certain

amount of reserve to be able to adjust their outputs on request. If the expected uncertainty and
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procured reserve are overestimated, the schedule might be unnecessarily expensive. On the other

hand, if the uncertainty and procured reserve are underestimated, the schedule might not be feasible

in real-time and may require expensive or undesirable corrective actions (e.g., starting up expensive

generators or shedding load). To maintain operational reliability of the system and simultaneously

avoid high generation costs, a computationally effective approach is needed. The approach selects

the most cost-effective combination of controllable generators that can effectively respond to the

deviations of the renewable generators and the loads from their forecasts.

The need to simultaneously account for various reliability criteria and the different costs they

cause (further complicated by the presence of renewable generation) suggests applying an optimiza-

tion theory to balance these factors adequately during short-term planning [93, 94, 95, 96, 97, 98].

Historically, these optimization frameworks include linear programming [93, 94], Lagrangian relax-

ation [95, 97], and generalized MILP [97, 98]. Since these frameworks may have different advan-

tages and disadvantages if applied to a particular problem, it is the SO’s primary responsibility to

find the appropriate techniques for the problem considered.

The SO priorities used in this selection are summarized and illustrated in Figure 2.1. Above all,

the SO aims to maintain reliability standards. Then, the SO aims to meet these reliability standards at

the least cost. Finally, it is desirable to meet these two conflicting objectives within the time allowed

for the day-ahead and hour-ahead stages, as described above. Ironically, these priorities are rarely

achieved simultaneously. For instance, [98] (which compares Lagrangian relaxation and generalized

MILP) emphasizes that the first approach is more computationally efficient and is scalable to large

power systems, while the second approach has a better cost performance. Therefore, given the

same reliability standards, the two approaches would result in different cost and computational

performance.
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Figure 2.1: Priorities of the system operator when using short-term planning decision-making tools.

2.1.2 Forecasting of Renewable Generation

The accuracy of renewable generation forecasts is strongly related to the operating cost savings that

can be attained with the integration of renewable generation [28, 33, 69]. Furthermore, inaccurate

forecasts may affect commitment and dispatch decisions [33], the cycling of conventional generation

(especially ultra-flexible generators [69]), the reserve margins required [33, 32], and the spillage of

renewable generation and air pollution [46]. As acknowledged in [70, 71], forecasting wind and PV

generation outputs is a complex modeling task due to the constantly changing weather conditions

that affect wind speed and PV irradiance [72]. As pointed out in [69], the accuracy of the forecasts

becomes more critical as the penetration level of these resources increases; therefore, currently risky

investments in new forecasting technologies are expected to pay off within the next few decades.

In general, two approaches are used for forecasting renewable generation:
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• Statistical approaches: These approaches are based on processing historical wind speed/power

and PV irradiance/power time series to parametrize their uncertainty using the statistical hy-

potheses that this uncertainty exhibits a certain behavior.

• Numerical Weather Prediction (NWP): This approach is based on the output of weather

and climate prediction models (e.g., Rapid Refresh [73]), which are based on detailed mod-

els of the short-term evolution of atmospheric and oceanic processes using current weather

observations.

2.1.2.1 Statistical Approaches

Historically, all forecasting techniques were deterministic (i.e., they produced a unique value of

the random variable for each time step within a given prediction horizon). This unique forecast,

known as the central forecast, is the most likely value of the random variable [74]. However, as

noted in [72], deterministic approaches fail to represent the entire range of potential realizations

of the random variable and are therefore not feasible for power systems with high penetration lev-

els of renewable generation. On the other hand, probabilistic forecasting techniques are capable

of predicting forecast uncertainty densities (whether by using parametric or non-parametric statis-

tics) in addition to the deterministic forecast [75]. The differences between the deterministic and

probabilistic forecasts are illustrated in Figure 2.2. As shown in [76], probabilistic techniques out-

perform deterministic techniques, in terms of quality (i.e., statistical performance) and value (i.e.,

their ability to yield savings by producing more accurate forecasts).

Recently, probabilistic forecasts have evolved into statistical scenarios [77] to leverage stochas-

tic programming benefits for short-term decision-making tools. The main advantage of statistical

scenarios over probabilistic forecasts is that they take advantage of the interdependencies between

prediction errors at different time steps of the prediction horizon. These interdependencies are ac-

counted for by considering more than one potential realization of the random variable for each time
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Figure 2.2: Comparison of the deterministic forecast (pred.) and probabilistic forecasts with differ-
ent forecast uncertainties (in %) against actual measurements (meas.) [77].

Figure 2.3: Comparison of the deterministic forecast (prediction) against statistical scenarios [77].

step, as well as the transition between different time steps. At this point, statistical scenarios are the

most popular approach to forecasting renewable generation.

Statistical scenarios can be obtained from historical observations. Existing scenario generation

methods are based on the algorithm proposed in [77]. This approach defines the output of renewable

generation as a multivariate Gaussian random variable. The mean values of this variable at each time
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step are assigned using the probabilistic forecast, and the covariance matrix is used to account for

the correlation between the means of different time steps. The approach in [77] has been modified

to account for spatial and spatiotemporal correlations [78].

2.1.2.2 Numerical Weather Prediction

The output of NWP models can also be used to generate scenarios. In [79], the scenarios are gen-

erated using an ensemble of six NWP models, which are fed temperature and wind measurements

and can account for the temporal and spatial correlations in the scenarios that they produce. These

scenarios are then re-sampled for the sake of inference analysis in short-term planning. The cost

analysis shows that using scenarios in stochastic programming reduces operating costs when com-

pared to deterministic forecasts and statistical scenarios.

2.1.3 Unit Commitment

UC is a broad class of optimization problems that are typically used in day-ahead planning to de-

termine the binary status of generators to minimize the cost of serving forecast load subjected to

operational constraints on generation resources and transmission lines, as well as the availability of

renewable generation [99].

2.1.3.1 Deterministic Unit Commitment

In the Deterministic UC (DUC) formulation, the load and renewable generation at every location

are modeled by a single central forecast (as shown in Figure 2.4) and the associated uncertainty is

handled using ad-hoc reserve rules [29, 31, 100, 101, 102, 103]. The amount of reserve capacity

under each of these rules can be fixed during the course of the day [104], vary on a multi-hourly ba-

sis [102, 20], or vary on an hourly basis [29, 31, 8, 103]. Because the DUC does not explicitly take

into account more detailed information regarding the need for flexibility (such as the probability of
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a particular uncertainty realization), the schedule that it produces may be too conservative or insuf-

ficient during certain hours. As the penetration of renewable resources (and hence, the uncertainty

that the power system needs to withstand) increases [29], large deviations of renewable generation

from the forecast values make the DUC less and less attractive [32].

To avoid using ad-hoc reserve rules, stochastic, interval, robust, and chance-constrained opti-

mization techniques have been proposed for unit commitment. The common thread of these models

is that they seek to minimize operating costs while endogenously accounting for the uncertainty of

renewable generation. However, these formulations differ in their representation of this uncertainty

(even for the same sources of uncertainty) and thus result in different solutions.

2.1.3.2 Stochastic Unit Commitment

In contrast to the DUC, the authors of [105] and [106] show that accounting for multiple scenarios

(as illustrated in Figure 2.4) in the UC reduces operating costs. Efficient Stochastic UC (SUC) for-

mulations [107, 108, 109, 110] have been developed on the basis of scenario generation techniques

Figure 2.4: An illustration of the central forecast, upper and lower bounds, scenarios (black), and
ramping requirements (gray).
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[111]. Stochastic UC (SUC) techniques consider a set of load and renewable generation scenarios

and their probabilities to minimize expected operating costs. In other words, SUC decisions are

optimized by weighing the cost of each scenario in proportion to its likelihood.

Typically, SUC is formulated as a two-stage optimization problem [92]. First, here-and-now

decisions are made on the binary status of generators. These decisions are common to all scenar-

ios. Then, wait-and-see decisions on the dispatch of each generator committed at the first stage are

made separately for each scenario. This two-stage structure aims to mirror the day- and hour-ahead

decision-making stages used by system operators in their short-term planning procedures, as ex-

plained in Section 2.1.1. Since SUC produces a single schedule for all scenarios, some optimality

might be sacrificed for each scenario to minimize the expected operating costs over the entire set

of scenarios. Load shedding is allowed to reduce the impact of extreme scenarios with low proba-

bilities. In this case, SUC may opt to shed load for an extreme scenario, rather than commit more

potentially expensive generators, and sacrifice dispatch optimality over all scenarios. A trade-off

between these decisions is sensitive to the value that a system operator places on a unit of load

shedding.

SUC is computationally demanding when the problem involves a large power system or even

a moderate number of scenarios. This issue can be mitigated somewhat if the set of scenarios is

reduced using scenario reduction techniques [113, 114, 115, 116, 117]. These techniques aggregate

similar scenarios based on a particular metric, such as their probability, hourly magnitudes, or the

cost resulting from each scenario.

An unsupervised clustering method (k-means [118]) can be used to partition a given set of sce-

narios into a given number of clusters. As a result of this partition, scenarios with similar features

are assigned to the same cluster. The centroid of each cluster represents a somewhat average pattern

of all the scenarios included in a cluster. Since this centroid is an artificial scenario, the original

scenario with the lowest probability distance from the centroid is used to represent the cluster. The
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k-means++ method [118] (an enhancement of the k-means method) takes advantage of the initial

cluster partitions. Alternatively, the original set of scenarios can be reduced by minimizing the Kan-

torovich distance between the scenarios in the original set and the reduced set [119]. This method

is implemented in the forward scenario selection and backward scenario reduction approaches. The

forward scenario selection approach [119] iteratively adds one scenario from the original set to the

reduced set, until the reduced set contains the desired number of scenarios. On the other hand, the

backward reduction approach [119] iteratively eliminates one scenario from the original set, until

the desired number of scenarios remains and thus constitutes the reduced set. The work in [119]

is improved in [120] by implementing computationally more effective forward scenario selection

and backward scenario reduction approaches. Reference [121] modifies the fast forward scenario

selection approach to make it compatible with the two-stage stochastic programming problems of-

ten encountered in electricity markets. Although this compatibility comes at the cost of a larger

computational burden (when compared to [121]), the approach proposed in [121] remains tractable.

Papavasiliou et al. [122] proposed an importance sampling technique to select scenarios that best

represent the monetary impact of uncertainty on the operating cost. Reference [123] studies the

impact of the scenario reduction techniques proposed in [118, 120, 121, 122] on the performance

of the SUC model and concludes that the fast forward selection technique produces scenarios that

result in the least-cost solution and require the least solving time of the SUC model.

While scenario reduction techniques aim to accelerate computing times, an insufficient number

of scenarios may reduce the accuracy of the solution and increase its cost [124, 125]. However,

the relationship between the number of scenarios and the cost of the SUC solution is not trivial:

increasing the number of scenarios does not necessarily improve cost efficiency [124]. Similarly,

reference [124] reveals that lowering the duality gap is likely to increase computing times, yet does

not always provide the anticipated cost savings.

Large-scale implementations of SUC remain unfeasible for real-life power systems since it may
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take up to tens of hours to obtain a reasonably accurate solution [113].

2.1.3.3 Interval Unit Commitment

The Interval UC (IUC) formulation [126] simplifies the representation of uncertainty used in SUC

by considering only a central forecast and the uncertainty range around the central forecast, delim-

ited by the upper and lower bounds on the realizations of the loads and renewable generation. The

objective function of the IUC minimizes the operating cost of the central forecast and enforces fea-

sibility of all inter-hour transitions within the bounds of uncertainty for adjacent operating hours, as

shown in Figure 2.4. This approximation ensures that the IUC schedule is feasible for any scenario

that remains within these bounds [127].

Although the conservatism of the IUC model can be regulated by adjusting the width of the

uncertainty range, this approach is not systematic and requires fragile tuning for different operat-

ing conditions. On the other hand, the conservatism of the IUC model can be reduced using the

Markovian approach [128] to reduce the number of possible states [129]. Moreover, the combined

Markovian/IUC approach is less computationally demanding than the pure IUC model [129].

If the upper and lower bounds of the IUC envelope all scenarios used in the SUC, the solution

of the IUC is proven to be feasible for all scenarios in the SUC [126]. However, in this case, the

IUC schedule is more expensive than the SUC schedule, because it enforces inter-hour transitions

with low probabilities at any cost [125]. In line with SUC, the IUC can also be implemented using

Benders’ decomposition [125, 126].

2.1.3.4 Robust Unit Commitment

Just like the IUC, in the Robust UC (RUC) formulation the range of uncertainty around the cen-

tral forecast is defined by the upper and lower bounds, as shown in Figure 2.4. The RUC enforces

the feasibility of its schedule over a given uncertainty set and minimizes dispatch costs under the
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worst-case realization [130]. The worst-case realization is determined endogenously and thus si-

multaneously accounts for both unfavorable magnitudes and high ramp rates within the range of net

loads. Although the RUC solution minimizes the cost for the worst case, the RUC solution is less

cost effective for the central forecast.

The conservatism of RUC can be adjusted using the budget of uncertainty. In [130], the budget

of uncertainty is defined as the number of buses that are allowed to deviate from a given central wind

forecast in the worst-case scenario. The value of the budget of uncertainty must be specified before

solving the RUC model. Until RUC is solved, it is unknown which buses will be chosen by the

RUC model to deviate from the central wind forecast. Furthermore, the cost performance of RUC

can be improved by using dynamic uncertainty sets [131], which are capable of modeling temporal

and spatial correlations of wind power generation more accurately than the box uncertainty sets in

[130].

Like SUC and IUC, RUC also has a two-stage structure; therefore, RUC can be implemented

using Benders decomposition [130, 132, 133, 134] or the column-and-constraint generation method

[135, 136]. The latter method improves the computational performance of the RUC model and re-

duces the number of iterations required to obtain the optimal solution while ensuring the same cost

performance as Benders decomposition [135]. However, even in the simplest of Benders’ decom-

position implementation, RUC is tractable for large-scale power systems (e.g., ISO-NE [130]).

2.1.4 Optimal Power Flow

Since the OPF problem is solved 30-90 minutes ahead of real-time and has a lower optimization

horizon than the UC problem, it can take advantage of more accurate load and renewable gener-

ation forecasts, and it usually invokes a lower computational burden due to lower dimensions. In

turn, the advantage of reduced computational complexity makes it possible to increase the model-

ing fidelity of the OPF problem and account for phenomena that would make most UC problems
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computationally infeasible. Specifically, OPF problems depart from UC problems in the following

aspects:

• Resolution: The OPF problem is solved with a 5-15 minute resolution and captures the sub-

hourly variability of renewable generation. If SUC is modeled with these resolutions, it would

become infeasible even for a relatively small benchmark system [82]. Although both RUC

and IUC are computationally feasible with such resolutions, their solving times increase 4x

when compared to hourly-based analogs.

• Power flow model: The OPF problem can be solved with AC power flow constraints, thus

improving UC solutions by accounting for reactive power flows and bus voltages. Modeling

AC power flows requires solving a non-convex and nonlinear optimization problem, which

nevertheless can be solved for the global optimum solution. For example, the method in [137]

includes the necessary and sufficient conditions for this optimality, derived from the dual

problem of an equivalent form of the OPF problem.

• Corrective actions: Given AC power flow constraints, the OPF problem can also optimize

decisions on FACTS devices and tap ratios of power transformers (which are omitted in UC

problems) and can be used for mitigating the impact of contingencies.

• Contingency states: Real-time measurements obtained from condition-based monitoring of

transmission and generation assets can be fed to the OPF problem to model a credible set of

contingency states. This contingency information can be used to immunize OPF decisions by

using more advanced corrective actions.

• Analytical representation of uncertainty: Unlike UC models that approximate the un-

certainty of renewable generation using a set of scenarios (SUC) or an interval (RUC and
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IUC), the OPF problem can use chance-constrained programming2 to reformulate analyti-

cally chance constraints based on the normal distribution as deterministic second-order cone

constraints. The resulting quadratic problem can be solved using cutting planes, as is ex-

plained in [139]. The inaccuracy of the normal distribution in representing the uncertainty

of wind power generation can be alleviated by introducing uncertainty sets on the mean and

standard deviation values of the distribution [30, 140].

2.1.5 Energy Storage Technologies

Unlike conventional and renewable generation, energy storage does not have its own physical means

to generate electric power from other sources of primary energy; therefore, this resource is consid-

ered energy limited [62]. On the other hand, the operation of energy storage does not include highly

inertial thermodynamics and mechanical processes (as is conventional generators), which allows for

adjusting its power output almost instantaneously [141], thus making energy storage very useful for

fast corrective actions.

The US DOE [142] and ESA [143] identify the following ES technologies:

• Pumped Hydropower ES (PHES): A typical PHES consists of an upper and lower water

reservoir that can be used for generating power (turbining mode) by discharging water from

the upper to the lower reservoir and for consuming power (pumping mode) by elevating water

from the lower to the upper reservoir. This technology has been used for several decades and,

as of now, is the only large-scale energy storage technology. The advantage of this technology

is that it has a relatively large excepted lifetime (40-60 years) and that its energy and power

capacity do not deteriorate over time [144]. Additionally, the PHES can be used for storing

energy over multiple hours and even over multiple days. However, the use of this technology

2Note that existing UC formulations [138] based on chance-constrained programming use scenario sampling, not
analytical reformulation, for representing uncertainty.
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is limited due to the landscape and environmental constraints on its placement; the cycling

efficiency can be as low as 65%[144].

• Solid State Battery ES (SSBES): This technology uses solid electrodes and electrolytes to

convert chemical energy into electrical energy. The array of chemistries that are used for

this conversion includes lithium-ion, nickel-cadmium, and sodium sulfur materials. Unlike

PHES, SSBES has no landscape limits and, essentially, can be installed at every substation.

Furthermore, the direction of the conversion process can be controlled instantly, which en-

sures a rapid response. Recent advances in material science have enabled cycling efficiencies

as high as 95% [47, 145] and lifespans of up to 15 years [145]. However, the lifespan of

SSBES also depends on the depth-of-discharge at each cycle, which drives the degradation

of SBESS. Therefore, modeling battery degradation in short-term planning tools, such as UC

and OPF, is pivotal for sustainable integration of the SBESS in existing power systems.

• Flow Battery ES (FBES): Just like in the SSBES, FBES converts chemical energy into elec-

trical energy. This conversion is based on the controllable and reversible dissolving of two

or more electrochemical elements in the electrolyte. This technology is implemented using

vanadium and uranium redox, zinc-polyiodide, and lithium-iron phosphate chemical reac-

tions. FBES have lower cycling efficiency than SSBES (of up to 85%), but longer lifetimes

(of over 25 years) [145]. The main advantage of FBES is that the electrochemical elements

used in energy conversion can be replaced, thus alleviating the effect of its degradation.

• Flywheel ES (FES): FES is a rotating mechanical device that stores kinetic energy. Unlike

in PHES, SSBES, and FBES, FES are not able to discharge energy for more than a few

tens of minutes and can, therefore, only be used for smoothing out the intermittent output of

renewable generation or other short-term ancillary services. The advantage of FES is that it

has a lifespan of 15-20 years [144, 145], which does not depend on its cycling history and
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its cycling efficiency of 85-95% [145]. On the other hand, FES are prohibitively expensive

[145], and high-speed rotating masses impose some safety concerns [147, 148].

• Thermal ES (TES): This type of ES includes a vast number of technologies: thermostatically-

controlled residential and commercial loads, industrial heat pumps, and other thermally in-

ertial processes. The efficiency of these technologies vary from one technology to another,

but rarely exceeds 40-60% [149]. The advantage of these technologies is that they have a

low capital cost. However, the SO’s ability to fully control these resources is expected to

be constrained by user preferences and the limitations of specific industrial processes. Fur-

ther development of TES is also contingent upon the deployment of advanced communication

infrastructure and metering.

In addition to existing technologies, there is a number of on-going studies that explore other

means of reducing the capital cost of ES and improving its cycling efficiency and lifespan [150, 151].

As pointed out in [54, 152], the further development of affordable ES is critical for operating a

sustainable power system.

2.2 Long-term Planning

2.2.1 Objectives

Whether voluntarily or under societal pressure, power systems constantly evolve to adapt to new

socioeconomic and technical environments. One approach to facilitate this transition is to construct

new (or upgrade existing) generation and transmission assets based on anticipated long-term eco-

nomic development and energy consumption projections, environmental targets, and policy initia-

tives. Therefore, decisions-makers need tools that are capable of producing expansion decisions and

simulating system performance under different external, and often uncertain, conditions. This uncer-

tainty stems from prospective load and renewable generation profiles, the technical characteristics of
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prospective generation technologies and their capital costs, policy instruments, and environmental

regulations, all of which cannot be perfectly known beforehand [65, 64, 153, 154, 155].

Long-term planning in power systems is further complicated by its coupling with other cyber-

physical infrastructures, for example, fuel supply (i.e., natural gas, coal, uranium) [153, 156, 157,

158] and electrified transportation systems [159]. Each of these systems represents a network con-

strained by its own physics and economics, which must be taken into account while making expan-

sion decisions in power systems.

Given this complexity, long-term planning in power systems has traditionally been solved sepa-

rately for generation and transmission expansion decisions. Although this assumption makes long-

term problems computationally tractable and thus enables sensitivity analyses, it also leads to a

suboptimal expansion plan. To further simplify the problem, expansion decisions on different time

scales are also computed separately. Since the expected lifetime of some equipment may exceed

some time scales, this simplification sacrifices some optimality. However, shorter time scales gen-

erally facilitate computational tractability and makes possible more accurate modeling of some phe-

nomena and more complex objectives [65, 153]. The time scales for long-term planning problems

are characterized as follows:

• Near-Term (0-5 years): The objective within this horizon is to ensure reliability at a minimum

cost. The scope of this horizon is limited to generation expansion decisions, since obtaining

permits for new transmission lines and constructing these lines is likely to take more than

5 years [65]. In this case, planning is based on the NWP mesoscale climate models to an-

alyze renewable generation availability and to take advantage of the more or less accurate

knowledge of available policy instruments and commercially available technologies [153].

Mathematically, this time scale is feasible for implementing an alternating current power flow

model and modeling individual generators.

• Mid-Term (5-15 years): Unlike near-term planning, this time scale allows for transmission
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expansion decisions. However, these studies are usually implemented with a direct current

power flow model. Expansion decisions on generators can be clustered in technology-specific

groups to alleviate computational burdens [64]. These models usually use statistical scenarios

to account for the demand and renewable generation profiles [160, 161]. The technical char-

acteristics and capital costs of new technologies are modeled within a certain range because

they cannot be postulated exactly.

• Long-Term (>15-20 years): Within this time scale, it is difficult, if even possible, to narrow

down possible variations of uncertain factors to a representative set. The primary objective of

such models is to perform a scenario analysis and identify a rough set of expansion decisions

for each scenario that could be further refined in near-term and mid-term studies when there

are fewer uncertainty factors [65]. Mathematically, this planning can be based on transporta-

tion models, which do not explicitly account for Kirchhoff’s laws.

As pointed out in [162], the methods for generation expansion planning vary for vertically inte-

grated (monopolistic) and competitive power systems. Under the vertically integrated assumption,

the explicit objective of expansion decisions is to minimize the overall cost of supplying electricity.

On the other hand, in a competitive environment, market participants aim to maximize their profits;

therefore, the decision for expansion should be made with respect to their profit expectations. Since

this dissertation focuses on long-term planning in a competitive market, Section 2.2.2 surveys the

key methods for generation and transmission expansion in such systems. Section 2.2.3 describes

existing methods for expansion planning with energy storage.

2.2.2 Long-term Planning in a Competitive Environment

The primary challenge in long-term planning problems in a competitive environment is to model

market interactions between different participants and the system operator. Complexity arises from
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the need to account for different objectives and some assumptions that unavoidably depart from

real-life practice:

• System operator: the objective of the system operator is to maximize system-wide social

welfare, which generally accounts for both demand-side and supply-side interests in a cumu-

lative (rather than individual) fashion, while providing equal access to common infrastructure

(e.g., the transmission network). The objective of the system operator is also subject to regu-

lation, which may vary in different jurisdictions.

• Market participants: the objective of market participants is to maximize their own profit

while meeting the technical constraints on their own assets. In a competitive environment,

market participants usually act with limited information regarding the behavior of the system

operator and other participants.

• Typical assumptions ([64, 65, 42, 163, 164, 165]):

– Offering and bidding data and strategies are known for all market participants.

– Uncertainty on renewable generation and load growth during the planning horizon are

given.

– Every market participant has equal access to the transmission network.

– Expansion decisions are derived for a target year and usually do not account for year-to-

year evolution.

– All expansion decisions are reduced to a set of most likely decisions using screening

techniques.

Bi-level programming can be used to account simultaneously for the perspectives of the sys-

tem operator and market participants. This technique has been used in generation, transmission, and
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joint generation-transmission long-term planning [163, 164, 165, 166, 167, 168, 169, 170, 171]. The

common thread of the models in [163, 164, 165, 166, 167, 168, 169, 170, 171] is their mathematical

structure, displayed in Figure 2.5. The upper-level problem characterizes feasible expansion deci-

sions and minimizes investment costs over a given time scale. In the lower-level problem, market

equilibrium is achieved under forecast conditions. The lower-level problem explicitly maximizes

social welfare and considers the offers and bids of market participants, their technical constraints,

and forecast conditions. The exact formulation of the lower-level problem can be tailored to specific

market rules adopted in a particular jurisdiction. Since upper-level and lower-level problems are

solved simultaneously, the bi-level programming framework co-optimizes short-term and long-term

costs and benefits while optimizing expansion decisions.

To further account for possible uncertainties on load and renewable generation profiles, the

bi-level technique can be integrated with stochastic programming [165]. In this case, the lower-

level problem is formulated for a set of scenarios, thus immunizing the market equilibrium (and,

tangentially, expansion decisions) against possible uncertainty realizations. However, this increases

Lower-level problem(s): market
equilibrium subject to offers/bids of
market participants, their technical

constraints, and forecast conditions.

Upper-level problem: Expansion
decisions subject to available

technologies and their capital costs.

Market-clearing decisionsExpansion decisions

Figure 2.5: An illustration of a typical bi-level transmission and generation expansion model.
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the computational complexity. Alternatively, the uncertainty in the lower-level problem can be

modeled using robust optimization [163]. Since this approach involves solving a min-max problem

(which is a bi-level problem itself), the lower-level problem is split into two levels, thus making the

whole problem tri-level.

2.2.3 Long-term Planning with Energy Storage

Long-term planning with energy storage aims to determine the locations and design parameters

of energy storage (e.g., rated power and energy capacity) that provide maximum benefits to the

system or the energy storage owner. The optimal storage siting and sizing problem is similar to

the transmission expansion problem; thus, all of the approaches reviewed in Section 2.2.2 can be

modified for this purpose. The only difference is that transmission lines move energy in space while

storage moves energy in time. Therefore, unlike in transmission expansion problems, energy storage

expansion cannot isolate different operating intervals in separate subproblems and must account for

the intra-day dynamics of LMPs [172].

The existing literature on energy storage expansion planning in a competitive environment dis-

tinguishes two behaviors by owners of energy storage in electricity markets:

• Price-taker: Under this assumption, the offers and bids of energy storage to electricity mar-

kets cannot affect market equilibrium. Therefore, energy storage cannot exercise market

power in this case. This assumption is modeled in [59, 56, 173, 174, 175, 176].

• Price-maker: In this case, owners of energy storage can use their market power to affect mar-

ket equilibrium in a way that increases their profits by taking advantage of strategic bidding,

transmission congestion, and coordinated operations at different locations [177, 178, 179].

This assumption is more difficult to model than the price-taker case. To the best of the au-

thor’s knowledge, reference [177] is the only available study that discusses energy storage

expansion under the price-maker assumption.
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Assuming that energy storage is a price-taker in a competitive environment may lead to inaccu-

rate expansion decisions as shown in [177]. However, the simplicity of this assumption outweighs

this inaccuracy in the eyes of modelers. The method in [177] is based on the iterative search within

a pre-screened set of expansion decisions. At each iteration, different locations are tested for energy

storage placement using historical LMP data and a short-term planning tool. This tool takes the per-

spective of an energy storage owner and thus models energy storage as profit-seeking, price-making,

market participants. The preferable locations for energy storage deployment are then determined

based on the analysis of energy storage profits at different locations. On the other hand, [177] has

no information that would account for the bidding strategies of the other market participants and dis-

regards the system operator perspective. Therefore, this method may also miscalculate the system’s

need for energy storage.

To the best of the author’s knowledge, previous work has not addressed long-term planning with

energy storage in a competitive environment with respect to both system operator and energy storage

perspectives.

2.2.4 Modeling Short-term Operations in Long-term Planning

The critical feature of long-term planning models is their accurate ability to account for operational

impacts that renewable generation resources will impose on existing electrical grids. These impacts

are pivotal for assessing the needs of emerging, yet rather expensive, technologies (e.g., demand re-

sponse, energy storage, and ultra-flexible generation). Specifically, [64] emphasizes the importance

of accounting for these impacts since it ‘may lead to infeasible generation mixes’ otherwise.

The complexity of modeling operational impacts is related to the granularity of the long-term

planning. In real-time, the power system is operated using a 5-15 minute resolution. Such a resolu-

tion (if used in long-term planning) would explode the dimensionality of the optimization problem

and lead to computational infeasibility. The value of modeling short-term operations and intra-day
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dynamics in long-term planning models is shown in [35, 36], which points out that these factors

mainly affect expansion decisions on flexible generation units. If these decisions are miscalculated,

some assets may not recover their capital costs within a reasonable time frame.

Furthermore, the computational complexity of long-term planning models explains the following

discrepancies in the modeling of the same phenomena in short-term and long-term problems that

are likely to reduce the accuracy of the expansion decisions:

• Transmission network: As reviewed in Section 2.2.1, a few long-term planning models

can tolerate an alternating current power flow model, which is a standard part of short-term

planning models [153].

• Fuel cost curves: Short-term planning models typically use quadratic or multi-segment lin-

earized cost curves for conventional generators, which enables fine-grade tuning of dispatch

decisions. In the long-term planning model, the cost curves are usually replaced by one-block

incremental costs.

• Start-up costs: While short-term planning can account for multi-period start-up and shut-

down trajectories [185], long-term planning models usually use one-period approximations.

• Generation flexibility: Long-term planning studies often neglect intertemporal constraints

(i.e., minimum up-time and down-time limits and dynamic ramping rates [180]), as well as

the dynamic cycling costs [38, 39] of conventional generation.

• Demand elasticity: In short-term planning, demand can be modeled using its elasticity (i.e.,

its sensitivity to changes in prices). Such modeling in long-term planning problems is hardly

possible, as it is impossible to accurately calculate elasticity coefficients over multi-year time

scales.
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2.3 Contributions

This dissertation makes the following contributions to operation and planning in sustainable power

systems:

2.3.1 Short-term operation

This work analyzes the existing SUC, IUC, and RUC formulations, concludes that their cost and

reliability performance can be improved, and proposes two such approaches.

The first approach, described in Chapter 3, is a modification of the IUC and SUC formulations

that reduces the conservatism of the IUC solution by rigorously quantifying the ramping needs of

the system and the computational burden of SUC. The case study shows that the proposed modifi-

cation outperforms the RUC and IUC formulations, in terms of operating cost and the utilization of

renewable generation.

The second approach, presented in Chapter 4, takes advantage of the SUC and IUC formulations

applied to different intervals of the optimization horizon. This approach applies SUC to the initial

operating hours of the optimization horizon (during which renewable generation scenarios are more

accurate) and then switches to the IUC formulation for the remaining hours of the optimization

horizon. This case study shows that optimizing for the switching time can be used to balance

the cost of unhedged uncertainty from SUC against the cost of the security premium of the IUC

formulation. The case study demonstrates that the proposed approach yields significant cost savings

when compared to the SUC and IUC formulations, which increase with the wind penetration levels.

Furthermore, this dissertation contributes to modeling renewable generation as a reserve provider.

In the probabilistic model proposed in Chapter 5, available wind power resources can be simulta-

neously used for energy and reserve provision. The case study validates that this model reduces

operating costs by reducing system-wide reserve requirements due to the lower uncertainty on the

renewable injections and reserve contributions from renewable generation.
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2.3.2 Long-term planning

This dissertation proposes a new model based on bi-level programming to optimally site and size pri-

vately owned energy storage. The key contribution of this model is that it accounts for system-wide

operating cost savings and simultaneously ensures that the energy storage owner’s devices collect

sufficient profits to recover their investment costs fully. The usefulness of the proposed method

is illustrated using a representative case study of the ISO New England system with a prospective

wind generation portfolio. The case study identifies multiple factors that affect the profitability of

energy storage and study their effects on the optimal siting and sizing decisions. Among these fac-

tors, the profitability of energy storage is mostly sensitive to the capital costs of energy storage, the

investment budget, the operating policy of energy storage, and their ability to influence LMPs.

2.3.3 Impact

Taken together, the contributions of this dissertation should provide transformative results and in-

sights to stakeholders across power system and sustainable energy communities:

• Power system planners and operators stand to benefit from new modeling methods that im-

prove the reliability and cost performance of previous formulations. These methods could

be used in transforming power system planning toward uncertainty-aware, decision-making

frameworks that reduce system-wide costs and enforce reliability criteria in a transparent and

intuitive way.

• Researchers will benefit from open-source code for the proposed methods and an open-source

database that can be used for benchmark simulations.

• Technology developers and manufacturers (e.g., energy storage) can learn the impacts of the

design parameters required in power systems with high penetration levels.
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• Policy analysts can use the policy recommendations on energy storage placement developed

in this work to derive the right set of incentives for motivating transitions toward sustainable

power systems.
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Part II

SHORT-TERM PLANNING IN SUSTAINABLE POWER SYSTEMS
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Chapter 3

IMPROVED INTERVAL UNIT COMMITMENT

3.1 Motivation

The IUC formulation is computationally more efficient than the SUC formulation because the gen-

eration uncertainty of each wind farm is represented by only three non-probabilistic scenarios (see

the black lines in Figure 2.4): the central forecast (white circles) and the lower and upper bounds

(black circles). On the other hand, IUC solutions are more conservative, due to the constraints that

these solutions impose on the feasibility of transitioning from the lower to the upper bound (and vice

versa) between any two consecutive time periods, as illustrated by the grey lines in Figure 2.4. Such

extreme transitions have very low probability and can be replaced by less severe ramp constraints.

Since scenarios are accurately designed to capture the characteristics of the expected wind output,

we argue that the required rampable capacity should be no more than the maximum up and down

ramps observed over all stochastic scenarios. However, if ramping constraints would be completely

relaxed, the day-ahead solution would be very vulnerable to wind volatility, and the overall cost of

running a system would be high.

Figure 2.4 illustrates the difference between modeling wind scenarios and bounds for each wind

farm in SUC, IUC, and the Improved Interval UC (IIUC). Figure 3.1a shows the scenarios used by

the SUC. Bounds for both IUC and IIUC are created based on the minimum and maximum values

of these scenarios at each hour. For instance, scenario s1 sets the lower bound in hours 1-4 and

hour 6, while the lower bound in hour 5 is set by scenario s2. Figure 3.1b shows the IUC bounds

and the up and down ramp requirements. The central forecast and its ramp constraints are omitted

for clarity. Figure 3.1c shows artificial IIUC scenarios, which correspond to the ramp requirements
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Figure 3.1: An illustrative example of uncertainty modeling: (a) the scenarios used in SUC; (b) the
bounds (lines), up ramp requirements (dotted lines), and down ramp requirements (dashed lines)
used in IUC; (c) the central forecast (green line), bounds (thick grey lines), up ramp requirements
(dotted lines), and down ramp requirements (dashed lines) used in IIUC.
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between consecutive hours. Each of the ramps ends at one of the bounds while the location of its tail

at the previous hour is determined based on the highest slope over all stochastic scenarios. This way,

each dotted segment in Figure 3.1c defines the up ramp requirement and upper bound, while each

dashed segment defines the down ramp requirement and lower bound. For example, the up ramp

requirement between hours 1 and 2 is 10 MW/h because the highest ramp of the three stochastic

scenarios in Figure 3.1a is 10 MW/h (s2 and s3). Since the upper bound at hour 2 is 50 MW, the

first dotted segment starts at 40 MW in hour 1 and ends at 50 MW in hour 2. Similarly, the up

ramp requirement between hours 2 and 3 is 20 MW/h (set by scenario s2), and it ends at the upper

bound (60 MW). The remaining up ramp requirements are 30 MW/h between hours 3 and 4 (set by

s3), 10 MW/h between hours 4 and 5 (set by s1) and, again 10 MW/h, between hours 5 and 6 (set

by s2). The corresponding upper bounds are 80 MW, 80 MW, and 70 MW, respectively. On the

other hand, the first four down ramp requirements are equal to zero, because this is the largest down

ramp observed over all three stochastic scenarios during these 5 hours. The down ramp requirement

between hours 5 and 6 is -10 MW/h, as determined by scenarios s1 and s3. All dashed lines end on

lower bounds determined by the stochastic scenarios from Figure 3.1a. To obtain ramp requirements

and bounds for each wind farm in a given power system, the methodology explained in Figure 2.4

is applied to each wind farm individually.

A single scenario1 cannot be used for all up ramp limits, as this would result in two operating

points at each period (one at the upper bound, which is the end point of the ramp requirement

between the previous hour and the current hour, and one below it, which is the tail point of the ramp

limit between the current hour and the following hour). For this reason, IIUC is formulated using

five scenarios: u1 - the central forecast, where cost is minimized in the objective function; u2 - up

ramp limits between odd and even hours; u3 - up ramp limits between even and odd hours; u4 -

down ramp limits between odd and even hours; and u5 - down ramp limits between even and odd

1The term scenario should be used with reservations, as scenarios in IIUC are used for modeling purposes only, and
they do not consider probability.
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hours.

Because the ramp constraints are less demanding, the IIUC produces less conservative generator

schedules than the IUC.

3.2 Contributions

This Chapter proposes a new IIUC model, which makes the following contributions:

1. It proposes a new IIUC formulation that aims to improve day-ahead reliability unit commit-

ment procedures and combines aspects of SUC and IUC. This model takes advantage of the

cost-efficient SUC model and the computational simplicity of the IUC model.

2. It demonstrates the effectiveness of the IIUC based on extensive tests with various wind pen-

etration levels, wind profiles, and controllable generator characteristics.

3. It also provides a systematic and rigorous comparative assessment of the cost and reliability

performance of the IIUC, IUC, RUC, and SUC formulations. To the best of the authors’

knowledge, such a comparison has not been performed for these UC approaches on the same

set of data.

3.3 Formulation

To ensure a fair comparison among the IIUC, IUC, RUC, and SUC formulations (in terms of both

cost and computing time), all constraints have been implemented in the same way except where

these formulations differ. The formulation of IIUC is presented first. Other techniques are then

defined in terms of how they differ from IIUC. All of the notation used in this section is defined in

Appendix A.
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3.3.1 Formulation of the IIUC

The objective function of IIUC aims to minimize the operating cost of the central forecast scenario

u1 and includes the no-load costs, start-up costs, and running costs for all generators:

min
qt,i,j ,xt,i,yt,i,zt,i,

ct,w,u,gt,i,u,g
seg
t,i,b,u,sut,i,θt,s,u

∑
t∈ΩT

∑
i∈ΩI

sut,i +Ai · xt,i +
∑
b∈ΩB

Ki,b · gt,i,b,u1

 (3.1)

The choice of this objective function is motivated by the IUC model [109]. Since the objective

function (3.1) minimizes the operating cost of the central forecast, the actual materialization of

uncertainty (which is expected to differ from the central forecast) will require real-time re-dispatch,

which may cause additional expenses when compared to the central forecast [117]. As is shown in

the case study in [117] (which performs on the 118-bus IEEE RTS), these expenses are of the same

order as those resulting from the application of a SUC optimization.

This optimization is subject to the following constraints:

3.3.1.1 Binary variables logic

The commitment and start-up/shut down decisions on generators are related as follows:

yt,i − zt,i = xt,i − xt−1,i, ∀t ∈ ΩT, i ∈ ΩI (3.2)

yt,i + zt,i ≤ 1, ∀t ∈ ΩT, i ∈ ΩI (3.3)

Constraint (3.2) determines if the generator, i, is started up or shut down at time, t, based on the

change of its 0/1 status between hours t − 1 and t. Constraint (3.3) ensures that the generator, i,

cannot be started up and shut down during the same time period.
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3.3.1.2 Minimum up and down times

The minimum up and down times on generators are enforced as follows:

xt,i = X0
e,i, ∀t ∈

[
0, Li + Li

]
, i ∈ ΩI (3.4)

t∑
r=t−UTi+1

yr,i ≤ xt,i, ∀t ∈
[
Li, T

]
, i ∈ ΩI (3.5)

t∑
r=t−DTi+1

zr,i ≤ 1− xt,i, ∀t ∈ [Li, T ] , i ∈ ΩI (3.6)

Constraint (3.4) sets the on/off status for the first Li +Li hours based on the initial status of the

generators. For example, if a generator must stay on for three hours, Li will be 3 and Li will be 0.

If no minimum up or down time constraints are active at the beginning of the scheduling horizon,

both Li and Li will be 0. Constraints (3.5) and (3.6) enforce minimum up and down time for the

remaining time intervals as explained in [181].

3.3.1.3 Stepwise generator start-up cost

The start-up cost is computed using the stepwise linear approximation as described below:

qt,i,j ≤
T i,j∑
r=T i,j

zt−r,i, ∀t ∈ ΩT, i ∈ ΩI, j ∈ ΩJ (3.7)

∑
j∈ΩJ

qt,i,j = yt,i, ∀t ∈ ΩT, i ∈ ΩI (3.8)

sut,i =
∑
j∈ΩJ

SUCi,j · qt,i,j , ∀t ∈ ΩT, i ∈ ΩI (3.9)

The start-up cost of each generator depends on the number of hours that the generator has been

off. Constraint (3.7) identifies the appropriate segment of the start-up cost curve to be used based on

the number of hours the generator has been off. Constraint (3.8) ensures that exactly one element,
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j, of qt,i,j is assigned the value of 1 if yt,i = 1. The actual start-up cost is set by constraint (3.9).

3.3.1.4 Generator constraints

The following technical constraints are imposed on generators:

gt,i,u =
∑
b∈ΩB

gseg
t,i,b,u, ∀t ∈ ΩT, i ∈ ΩI, u ∈ ΩU (3.10)

Gi · xt,i ≤ gt,i,u ≤ Gi · xt,i, ∀t ∈ ΩT, i ∈ ΩI, u ∈ ΩU (3.11)

−RDi ≤ gt,i,u1 − gt−1,i,u1 ≤ RUi, ∀t ∈ ΩT, i ∈ ΩI (3.12)

gt,i,u2−gt−1,i,u2 ≤ RUi,

∀t ∈ ΩT |t ≡ 0(mod2) , i ∈ ΩI
(3.13)

gt,i,u3−gt−1,i,u3 ≤ RUi,

∀t ∈ ΩT |t ≡ 1(mod2) , i ∈ ΩI
(3.14)

−RDi ≤gt,i,u4 − gt−1,i,u4 ,

∀t ∈ ΩT |t ≡ 0(mod2) , i ∈ ΩI
(3.15)

−RDi ≤gt,i,u5 − gt−1,i,u5 ,

∀t ∈ ΩT |t ≡ 1(mod2) , i ∈ ΩI
(3.16)

Equation (3.10) defines the power output of each generator as the sum of the output on each

segment of its cost curve. Constraint (3.11) enforces the minimum and maximum generator output

limits. Constraint (3.12) enforces the up and down ramp limits for the central forecast scenario,

u1. Constraint (3.13) enforces the up ramp limits for scenario u2 (i.e., only between odd and even

hours), while constraint (3.14) enforces these up ramp limits for scenario u3 (i.e., only between

even and odd hours). This is implemented using the modulo function, which returns 0 for even time
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periods (the remainder when dividing an even number by 2 is 0) and 1 for odd time periods (the

remainder when dividing an odd number by 2 is 1). Similarly, constraints (3.15) and (3.16) enforce

the down ramp limits for scenarios u4 (between odd and even hours) and u5 (between even and odd

hours).

3.3.1.5 Transmission constraints

Using the dc power flow approximation, the following constraints are imposed by the transmission

network:

∑
i∈ΩSI

gt,i,u +
∑

w∈ΩSW

(Wt,w,u − ct,w,u)−
∑

{s,m}∈ΩL

Bsm (θt,s,u − θt,m,u) = Dt,s,

∀t ∈ ΩT, s ∈ ΩS, u ∈ ΩU

(3.17)

0 ≤ ct,w,u ≤Wt,w,u,∀t ∈ ΩT, w ∈ ΩW, u ∈ ΩU (3.18)

−F sm ≤Bsm (θt,m,u − θt,s,u) ≤ F sm,

∀t ∈ ΩT, {s,m} ∈ ΩL, u ∈ ΩU
(3.19)

− π ≤ θt,s,u ≤ π,∀t ∈ ΩT, s ∈ ΩS\sref, u ∈ ΩU (3.20)

θt,sref = 0, ∀t ∈ ΩT (3.21)

Equation (3.17) enforces the nodal power balance. Equation (3.18) limits the amount of wind

spillage at each wind farm. If the line flow limits imposed by (3.19) cannot be met for a given

value of the available wind power at wind farm w, the available wind power will be curtailed by

ct,w,u. Equation (3.20) limits the voltage angles, while (3.21) sets the voltage angle to zero at the

reference bus. To ensure the feasibility of the IIUC model, equation (3.17) can be relaxed for all

scenarios, but the central forecast using slack variables penalized in the objective function can be

selected (as explained in [81]) and complies with practices of real-life system operators [130, 182].
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Furthermore, if these slack variables turn out non-zero, these cases should be carefully examined to

avoid load shedding in real time.

3.3.2 Formulation of the IUC

The IUC is modeled using three scenarios: u1 is the central forecast (as in the IIUC), u2 is the upper

bound, and u3 is the lower bound. Additional constraints are used to enforce the feasibility of the

transitions between the bounds (the grey lines in Figure 2.4).

The objective function and all constraints are modeled as in the IIUC formulation, except for the

ramp constraints (3.12)-(3.16), which are replaced by the following constraints, as in [126]:

−RDi ≤ gt,i,u1 − gt−1,i,u1 ≤ RUi, ∀t ∈ ΩT, i ∈ ΩI (3.22)

gt−1,i,u1 − gt,i,u3 ≤ RDi, ∀t ∈ ΩT, i ∈ ΩI (3.23)

− gt−1,i,u1 + gt,i,u2 ≤ RUi, ∀t ∈ ΩT, i ∈ ΩI (3.24)

gt−1,i,u2 − gt,i,u3 ≤ RDi, ∀t ∈ ΩT, i ∈ ΩI (3.25)

− gt−1,i,u3 + gt,i,u2 ≤ RUi, ∀t ∈ ΩT, i ∈ ΩI (3.26)

Constraint (3.22) enforces both the up and down ramp limits on the central forecast scenario,

u1. Constraints (3.23) and (3.24) enforce transitions from the central forecast scenario to the lower

(u3) and upper (u2) bound scenarios, respectively. Transition requirements between the upper and

lower bounds are enforced by constraints (3.25) and (3.26). Therefore, inequalities (3.22)-(3.26)

model all possible transitions in a given uncertainty range, as illustrated in Figure 2.4. However,

constraints (3.23) and (3.24) can be removed from the original IUC model in [126], since they hold

automatically due to constraints (3.25) and (3.26).
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3.3.3 Formulation of the SUC

The objective function of SUC weighs the cost of each scenario in proportion to its likelihood:

min
qt,i,xt,i,yt,i,zt,i,

sut,i,gt,i,u,g
seg
t,i,b,u,ct,w,u,θt,s,u

∑
t∈ΩT

∑
i∈ΩI

Ai · xt,i + sut,i +
∑
u∈ΩU

πu
∑
b∈ΩB

Ki,b · gt,i,b,u

 (3.27)

The constraints (with the exception of the ramp constraints) are the same as in the IIUC formula-

tion. However, the set of SUC scenarios contains actual scenarios, instead of the central scenario and

artificial scenarios, such as IIUC and IUC. Ramp constraints (3.12)-(3.16) are replaced by constraint

(3.28), which enforces ramp limits for each scenario individually:

−RDi ≤ gt,i,u − gt−1,i,u ≤ RUi, ∀t ∈ ΩT, i ∈ ΩI (3.28)

3.3.4 Formulation of the RUC

The objective function of the RUC is formulated as in [130]:

min
qt,i,xt,i,yt,i,zt,i,

sut,i,gt,i,g
seg
t,i,b,ct,w,θt,s

∑
t∈ΩT

∑
i∈ΩI

sut,i +Ai · xt,i + max
r∈ΩR

∑
b∈ΩB

Ki,b · gt,i,b (r)

 (3.29)

The first two terms of this objective function represent the start-up cost and the no-load cost of

the committed generators. The third term represents the worst-case dispatch cost. Reference [130]

recasts the worst-case dispatch term in (3.29) to make it solvable by existing numerical algorithms:

min
qt,i,xt,i,yt,i,zt,i,sut,i

∑
t∈ΩT

∑
i∈ΩI

sut,i +Ai · xt,i + max
r∈ΩR

min
gt,i,b,g

seg
t,i,b,ct,w,u,θt,s∈ΩX

∑
b∈ΩB

Ki,b · gt,i,b


(3.30)

The worst-case dispatch term in equation (3.30) can be interpreted as the minimum economic
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dispatch cost for a fixed commitment x of all generators maximized over the uncertainty set ΩR

[130]. Constraints on the start-up cost and binary logic decisions are modeled as in (3.2)-(3.9), and

the constraints on the generation dispatch and transmission limits are modeled as in (3.10)-(3.21),

with one scenario representing the worst case for a given ΩR. The RUC model is solved using the

decomposition approach proposed in [130] and uses the same upper and lower bounds as the IUC

and IIUC formulations. To control the conservatism of the RUC model, the budget of uncertainty

is defined as Γ ∈
{

0, 1, 2, ..., card(ΩW)
}

, where Γ is the number of wind farms that are allowed to

deviate from their central forecast. Γ = 0 means that no wind farm deviates from its central forecast

(i.e., in this case, the RUC model reduces to the deterministic UC model that considers only the

central forecast). On the other hand, Γ = card(ΩW) stands for the most conservative case, where all

wind farms can attain any value within the given uncertainty range. In this work, the uncertainty set

is modeled as described in [130]; however, a concept called “dynamic uncertainty sets” can be used

to model temporal and spatial correlations of wind power generation more accurately [131].

3.4 Test Results

3.4.1 Description of the Test Cases

All four UC formulations were tested using IEEE RTS-96 [183], modified to accommodate for

19 wind farms. This test system is illustrated in Figure B.1 in Appendix B. To create additional

congestion, the original line flow limits were reduced by 20%. Figure 3.2 shows the first day of

the annual load data and two wind profiles that aggregate wind generation at all wind farms. These

wind profiles are calculated as the sum of the central forecasts of all wind farms; therefore, the shape

of the central forecast at a particular wind farm may deviate from this aggregated profile. The first

aggregated wind profile in Figure 3.2 roughly coincides with the load profile and is, thus, favorable;

the second peaks during a period of low load and is, thus, unfavorable. Wind energy penetration

levels ranging from 10 to 50% (in 10% increments) were considered. All of the data used for these
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test cases, as well as the GAMS codes for the IIUC, IUC, RUC and SUC formulations, are available

in [184]. Since there is no systematic approach to choosing the best Γ for the RUC model, subsection

3.4.3 assumes that Γ = card(ΩW) (i.e., the optimal solution is hedged against the whole range of

uncertainty at every wind farm in set ΩW). Subsection 3.4.4 compares the proposed IIUC model to

the RUC model with different values of Γ.

Two sets of generator data were used to study the influence of generation characteristics. The

first set of generator data is described in [185] and is denoted as G1 in the remainder of this chapter.

The second set, denoted G2, uses the minimum output limits, minimum up/down times, and ramp

limits from [186]. Generator dataset G1 has higher ramping capabilities than G2, but also higher

minimum generator outputs and longer minimum up/down times. Generator types, capacities, and

locations are the same for both generator datasets. The total nameplate capacity of all conventional

generators in G1 and G2 datasets is 10,215 MW, while the peak load during the day is 7,540 MW.

0

2000

4000

6000

8000

0 2 4 6 8 10 12 14 16 18 20 22 24

W
M

Hours

Load 10% favorable 10% unfavorable

50% favorable 50% unfavorable

Figure 3.2: Aggregated load and wind profiles used for the test cases.
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3.4.2 Wind Data

An approach combining multiple statistical methods [187] was used to obtain an ensemble of 1000

wind generation scenarios for each wind farm. Note the ensemble of scenarios obtained from dif-

ferent scenario generation algorithms leads to lower forecasting errors than when using a single sce-

nario generation algorithm [188]. Each of the following statistical algorithms was used to produce

250 scenarios: regularized linear regression [189], support vector regression [190], multi-layer per-

ceptron [191], and random forest [192]. These algorithms use historical wind power and speed data

to generate wind power scenarios in a non-parametric manner, which avoids making the assumption

that wind forecast errors follow a known distribution (e.g., Normal, Cauchy, skew-Laplace). These

algorithms also ensure better fitting of the historical data to nonlinear wind turbine power curves

[193]. Information regarding the geographical location of the wind farms is used to characterize the

spatial correlations between them. The central forecast, Wt,w,u1 , for each wind farm is then calcu-

lated as the average of the 1000 scenarios in the ensemble. Because the central forecast for each

wind farm is generated using the same statistical algorithms and the same estimation parameters,

it naturally reflects the temporal correlations. Thus, no Gaussian copula is needed. This approach

to modeling wind generation scenarios and the central forecast is based on processing empirical

(historical) observations; thus, this approach avoids making any assumptions on the distribution of

wind generation. Since the tractability of the SUC deteriorates as the number of scenarios increases

[83], the original ensemble of 1000 scenarios for each wind farm was reduced to 10 scenarios using

the fast forward selection algorithm [194]. As shown in [117, 83, 81], the choice of 10 scenarios for

each wind farm represents a suitable trade-off between the computational complexity of SUC and

its cost performance. The choice of the fast forward selection algorithm is justified by its better cost

and computational performance when compared to other scenario reduction techniques [83]. Instead

of modeling a set of scenarios for each wind farm, the IIUC, IUC, and RUC formulations enforce

the range of uncertainty for each wind farm, which hedges the optimal solution against deviations
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within a predetermined region covered by these scenarios. The lower and upper bounds of this range

for the IIUC, IUC and RUC models were set for each time step at the 5th and 95th percentile of the

empirical probability distribution of the original ensemble of 1000 scenarios. Reference [83] proves

via MC simulations that using the original ensemble of 1000 scenarios for deriving these bounds,

instead of the reduced 10 scenario set enforced in SUC, results in a more cost-effective schedule.

The NREL Western Wind dataset [195] provides the wind data. Wind farm locations were

mapped to IEEE RTS-96, respecting the lengths of the lines.

3.4.3 Assessing Cost and Reliability Performance using Monte Carlo Simulations

The day-ahead schedules produced by each formulation were tested using MC simulations against

realizations of wind uncertainty. These realizations are different from the ensemble of scenarios

used for day-ahead decision-making to account for the imperfection of wind prediction tools and

were generated for each wind farm as the sum of its central forecast (calculated as explained in

subsection 3.4.2) and the historical error of the central forecast for this location. Therefore, the

simulated realization of wind uncertainty,WMC
t,w , can be formally defined asWMC

t,w = Wt,w,u1+εt,w,

where Wt,w,u1 is the central forecast and εt,w is its historical error. In line with [33], εt,w was

sampled from a multivariate normal distribution, εt,w ∼ N (µw,Σw), where µw is the vector of

historical forecasting error means for each operating hour, and Σw is the covariance matrix obtained

from historical data (as explained in [33]). Note that other distributions can be used to sample

the error of the wind power central forecast (e.g., the Cauchy distribution [196] and the Skew-

Laplace distribution [197]). In this work, the selection of the normal distribution is based on the

Kolmogorov-Smirnov goodness-of-fit test, which indicates that the normal distribution may fit this

forecast error better than other distributions if ramp rates are taken into account [29]. The number of

realizations required for each day-ahead schedule is calculated using the variance reduction method

to achieve an error of lower than 1% with a confidence of 95% [198]. This method assumes that
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the minimum number of realizations will vary for each day-ahead schedule depending on its cost

distribution. In this work, the minimum number of realizations for each day-ahead schedule ranges

from 1877 to 2188 trials.

Since the main goal of this work is to address wind uncertainty, the load was considered deter-

ministic. Also, the load uncertainty is much lower than the wind uncertainty [70].

To assess the realistic performance of day-ahead schedules against the simulated realizations

of uncertainty, an MC simulation is performed for each realization of uncertainty. To meet each

of these realizations, re-dispatch and re-commitment decisions are modeled to reflect the intra-day

actions of the system operators. Re-dispatch decisions allow changes to the power output of the

committed generators if the constraints on the minimum and maximum generation output, the up

and down ramp rates, and the power flow limits are met. The re-commitment decisions assume

that adjustments to the day-ahead binary decisions can be performed on the day if the intertemporal

constraints (3.2)-(3.6) are not violated. Since this work focuses on the reliability UC process in

the context of a vertically integrated utility, real-time re-dispatch and re-commitment decisions are

priced at the marginal start-up and fuel cost of the generators. However, if the re-dispatch and re-

commitment decisions are insufficient, avoiding infeasibility may require load shedding, which is

penalized in the objective function, at $10/kWh. Interested readers are encouraged to see [81] for

further reading on the impacts of the load curtailment penalty on the day-ahead schedule.

Figure 3.3 shows the cumulative probability distribution functions (CDF) of the expected operat-

ing cost as calculated using the MC simulations for various test cases and the four UC formulations.

In all cases, regardless of the generator characteristics and wind penetration, the SUC formulation

is the most cost-effective, IIUC is the second most effective followed by RUC, and IUC is the least

cost-effective. The IIUC has a significant advantage over RUC for an unfavorable wind profile as

can be seen in parts (B) and (D) of Figure 3.3. The poor performance of IUC is more notable for

favorable wind profiles in parts (A) and (C) of Figure 3.3.
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Figure 3.3: Comparison of expected operating costs of the day-ahead schedules obtained with the
SUC, IIUC, IUC and RUC (Γ = card(ΩW)) for different wind penetration levels - (A) generator
dataset G1, favorable wind profile; (B) generator dataset G1, unfavorable wind profile; (C) generator
dataset G2, favorable wind profile; and (D) generator dataset G2, unfavorable wind profile.

Table 3.1 compares the cost performance of the SUC, IIUC, RUC, and IUC models in terms

of expected cost (EC) and the standard deviation (SD) of the cost distribution obtained using MC

simulations. The EC is the mean value of the CDF (shown in Figure 3.3), while the SD presents

the expected deviation from this value, in percentages. For each case, the SD is also calculated in

percentage of its corresponding EC.

The EC of each UC model decreases as wind penetration increases. Test system G2 consistently

results in a lower value of EC due to its less stringent minimum up and down time constraints on

generators than in test system G1. This difference increases with the wind penetration level. Figure

3.4 compares the cost of the IIUC, IUC, and RUC models with the cost of the SUC model. For

the 10% wind penetration case, the IIUC solution costs less than 0.5% more than the SUC. On the



57

10% 20% 30% 40% 50% 10% 20% 30% 40% 50% 10% 20% 30% 40% 50% 10% 20% 30% 40% 50%

Favorable Wind Unfavorable Wind Favorable Wind Unfavorable Wind

G1 G2

IIUC 0% 1% 1% 2% 4% 0% 1% 3% 4% 5% 0% 1% 2% 2% 4% 0% 1% 2% 3% 3%

RUC 1% 1% 2% 3% 7% 1% 3% 5% 7% 8% 1% 1% 2% 3% 5% 1% 3% 4% 6% 6%

IUC 2% 5% 10% 20% 39% 1% 4% 9% 14% 20% 2% 6% 11% 19% 31% 2% 5% 9% 13% 15%

0%
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15%

20%

25%
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35%

40%

IIUC RUC IUC

Figure 3.4: Increase in the expected costs of the schedules produced by IIUC, RUC (Γ = card(ΩW)),
and IUC when compared to SUC for different wind penetration levels.

other hand, the RUC and IUC models cost up to 0.8% and 2.0% more, respectively. For a 20% wind

penetration case, the expected cost with the IIUC, RUC and IUC models are up to 0.8%, 1.2%, and

5.0% higher, respectively. These differences in cost grow further as the wind penetration increases.

Using IUC may result in up to 39% higher operating costs than SUC. The worst IIUC and RUC cost

increases are much lower, at 4.8% and 8.3%, respectively. This comparison of the cost-performance

of various UC models supports the usefulness of the proposed IIUC model, which reduces the un-

necessary conservatism of the RUC and IUC models by modeling realistic ramping scenarios.

The SD can be used to characterize the adaptability of the day-ahead schedule to the true re-

alization of uncertainty. Thus, if the SD is high, the day-ahead schedule may require expensive

corrective actions for some realizations of wind. On the other hand, the absolute and relative values

of the SD tend to increase with wind penetration, which indicates that all of the considered UC

models become more sensitive to deviations from the central forecast under high wind penetration

levels. The SD also depends on the temporal correlation between wind generation and load. If this
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correlation is favorable, all UC models under any wind penetration level have a lower SD than un-

der the unfavorable correlation. As shown in Table 3.1, the day-ahead schedule obtained using the

SUC model results in the largest SD among all UC models for any wind profile, wind penetration

level, and test system. On the other hand, the IUC approach systematically results in the lowest SD

among all UC models considered. We conclude that conservative formulations (e.g., IUC and RUC)

are more adaptive to the extreme realizations of uncertainty than the IIUC and SUC models.
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Table 3.2 shows the Expected Wind Spillage (EWS) and Expected Energy Not Served (EENS)

observed at each simulation. These outcomes are also quantified by the frequency of their occur-

rence. This frequency (denoted as freq. in Table 3.2) is defined as the number of samples in MC

simulations where the load is shed during at least one operating hour.

EWS is much lower for favorable wind scenarios than unfavorable wind scenarios. For the fa-

vorable wind profile, no wind spillage is observed for all UC techniques for up to 30% wind energy

penetration. However, starting at 40% wind energy penetration, some wind energy is spilled with

almost all techniques. The proposed IIUC model results in the least EWS among all UC models

for the favorable wind profile under 40% and 50% wind penetration levels. This outcome indicates

that the proposed IIUC model outperforms other UC models in terms of the total usage of available

wind generation and, thus, facilitates cost-effective scheduling and dispatch under high wind pene-

tration levels. On the other hand, the day-ahead schedule obtained using the IUC model leads to an

unnecessarily high EWS of 3,294 MWh for the G1 generator dataset at 50% wind penetration and

for the favorable wind profile. This excessive wind spillage is mainly caused by the day-ahead IUC

schedule being very protected against load shedding. In this case, the IUC model commits a large

number of generators to be able to serve all loads under a low production of wind farms so that wind

spillage is necessary to meet their minimum output constraints enforced by equation (3.11). When

comparing the wind spillage that occurred under the day-ahead IUC and IIUC models, it can be

seen that the approach to model ramping scenarios (as proposed in the IIUC model) is more realistic

than the overly conservative ramp requirements in the IUC model. For the unfavorable wind profile,

the SUC model consistently results in the lowest EWS observed, while wind spillage under the day-

ahead IIUC schedule almost always results in the second least wind spillage, especially for higher

wind penetrations. The RUC and IUC models result in a substantially larger wind spillage when

compared to the SUC and IIUC models. This observation illustrates the claim that the conservatism

of the UC approaches that model the range of uncertainty must be controlled by modeling realistic
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ramp requirements.

Since the IUC and RUC with Γ = card
(
ΩW

)
models are conservative, they result in no load

shedding (EENS=0 MWh) regardless of the chosen test case parameters, wind penetration, and

wind profile (Table 3.2). On the other hand, the SUC solution is drawn from a set of 10 scenarios,

which may not protect it against some extreme outcomes and, thus, may lead to some load shedding

under almost all wind penetration levels. As can be observed in Table 3.2, the EENS of the SUC

model decreases as the wind penetration increases. For higher wind penetrations, more fast-starting

generators remain uncommitted on the day ahead and can, thus, be synchronized in real time to

avoid shedding load. Furthermore, load shedding under the SUC solution for the favorable wind

profile and wind penetration of up to 20% case tends to be larger than that of the unfavorable wind

profile. We also observe that there is no systematic relation between the magnitude of the EENS

and the frequency of load shedding (i.e., EENS can be higher for a lower frequency and vice-versa).

Additionally, the SUC solution avoids load shedding for high wind penetrations and the favorable

wind profile. However, in these cases, load shedding is also dependent on the flexibility of the

generation mix. Test system G1 incurs less load shedding than test system G2. Although in some

simulations the IIUC model results in load shedding, the EENS in these cases is lower than that of

the SUC schedule. The load shedding statistics for the IIUC and SUC shows that the modeling of

ramping scenarios in the IIUC model tends to reduce the EENS and its frequency when compared

to SUC. When comparing the results of Tables 3.1 and 3.2, it can be seen that the UC models with

higher EC and lower SD tend to result in lower EENS. This observation is consistent with [81],

which explains the sensitivity of the UC models to the load shedding penalty.

3.4.4 Comparison of the IIUC model and the RUC model with different budgets of uncertainty

While the budget of uncertainty, Γ, can be used to regulate the conservatism of the RUC model, there

is no systematic approach for choosing the most cost-effective Γ before solving the optimization
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Figure 3.5: Difference in the expected costs of the schedules produced by the IIUC and RUC with
different budgets of uncertainty Γ - (A) generator dataset G1, favorable wind profile; (B) generator
dataset G1, unfavorable wind profile; (C) generator dataset G2, favorable wind profile; and (D)
generator dataset G2, unfavorable wind profile.
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problem. Figure 3.5 compares the differences between the expected cost of the IIUC and RUC with

different values of Γ. This difference is calculated as ∆ = (ECRUC
Γ − ECIIUC)/ECIIUC · 100%,

where ECRUC
Γ is the expected cost of the RUC model for a given budget of uncertainty, Γ, and

ECIIUC is the expected cost of the IIUC model. ECRUC
Γ decreases as Γ increases and reaches its

minimum for Γ = 8. Increasing Γ beyond 8 results in more conservative schedules, and ECRUC
Γ

increases. When compared to the IIUC model, the RUC model consistently results in a more ex-

pensive solution, except for cases with 30% and 50% wind penetration in test system G2 with a

favorable wind profile. It can also be seen in Figure 3.5 that ∆ (i.e., the cost savings achieved with

the proposed IIUC model) increases with wind penetration for each case considered.

Table 3.3 summarizes the cost and reliability performance of the least-cost RUC schedule, (Γ =

8). The least-cost RUC model tends to trade-off the EC, SD, EWS, and EENS performance of the

IIUC model and the RUC model with Γ = 19. In most of the cases, the least-cost RUC model

remains more expensive and conservative than the IIUC model. On the other hand, there are two

cases (also shown in Figure 3.2) where the least-cost RUC model outperforms the IIUC model

in terms of the EC (these cases are shown in bold in Table 3.3). However, a lower EC (when

compared to IIUC) also leads to a larger SD, which indicates that reducing the value of the budget

of uncertainty also decreases the ability of the RUC model to deal with uncertainty. Furthermore,

in the case of the generator dataset G2, favorable wind profile, and 30% wind penetration, the least-

cost RUC solution results in larger and more frequent load shedding than the IIUC model. These

observations suggest that the value of the budget of uncertainty should be carefully tuned to ensure

that a potential reduction in the EC does not worsen the reliability performance of the RUC model.

3.4.5 Computation Efficiency

All of the simulations were carried out using CPLEX 12.1, run under the GAMS 23.7 environment,

on an Intel i7 1.8 GHz processor with 4 GB of memory. To improve numerical stability and avoid
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convergence issues [203, 202, 201, 200, 199], as well as the effects of these issues on the cost

performance of different UC formulations, this dissertation does not implement advanced solution

techniques like those discussed in [199]. Therefore, the results of this case study should be inter-

Table 3.3.
COST AND RELIABILITY PERFORMANCE OF THE RUC MODEL FOR Γ = 8. (EC - EXPECTED COST; SD -

STANDARD DEVIATION OF THE COST; EWS - EXPECTED WIND SPILLAGE; EENS - EXPECTED ENERGY NOT

SERVED)

10% 30% 50%

G
1

Fa
vo

ra
bl

e

EC, ·106$ 2.530 1.805 1.226
SD, ·103$

(%)
1.851

(0.07%)
4.706

(0.26%)
6.097

(0.49%)

EWS, MWh 0 0 2,114
EENS,

MWh (freq.)
0.001 (2) 0 (0) 0 (0)

U
nf

av
or

ab
le

EC, ·106$ 2.574 2.025 1.694
SD, ·103$

(%)
5.201

(0.20%)
11.803

(0.58%)
15.612

(0.92%)

EWS, MWh 0 1,810 16,107
EENS,

MWh (freq.)
0 (0) 0 (0) 0 (0)

G
2

Fa
vo

ra
bl

e

EC, ·106$ 2.307 1.616 1.060
SD, ·103$

(%)
5.340

(0.23%)
11.710

(0.72%)
15.618

(1.47%)
EWS, MWh 0 0 191

EENS,
MWh (freq.)

0.040 (14) 0.013 (9) 0 (0)

U
nf

av
or

ab
le

EC, ·106$ 2.353 1.824 1.525
SD, ·103$

(%)
1.911

(0.08%)
4.403

(0.24%)
6.300

(0.41%)

SD, ·103$ (%) 1.911 4.403 6.300
EWS, MWh 0 2,104 14,882

EENS,
MWh (freq.)

0 (0) 0 (0) 0 (0)

Bold denotes the cases where the RUC model is with Γ = 8

outperforms the IIUC model in terms of the expected cost.
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preted as providing an upper bound on computing performance. Figure 3.6 shows the wall-clock

times (in seconds) required to reach a 1% optimality gap. Overall, RUC is by far the most efficient

method. For the G1 generator dataset, IIUC and IUC perform similarly, while for the G2 dataset,

IIUC outperforms IUC in 80% of the cases. SUC is the most computationally demanding method,

except for the 30-50% wind penetration levels applied to the G1 dataset and favorable wind.

3.5 Conclusions

The numerical results presented in this chapter show that SUC is still the most cost-effective way of

dealing with wind uncertainty. However, despite the small number of scenarios (10) considered, its

computational burden is generally very high. The proposed IIUC is the second best option in terms

of cost-effectiveness (the average operating cost is increased by 2.0%), but a much better option in

terms of computing time (the average computing time is reduced by 53%). The operating cost of

the RUC schedules is, on average, 3.5% higher than that of the SUC schedules, but the computing

times are reduced by 93%, on average. The IUC is the least attractive method, because the average

0
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Figure 3.6: Wall-clock times (in seconds) required to reach a 1% optimality gap for different wind
penetration levels.
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expected operating cost is 11.8% higher than that of the SUC model, and the computing time is

reduced by only 41% when compared to the SUC model.
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Chapter 4

HYBRID STOCHASTIC/INTERVAL UNIT COMMITMENT

4.1 Motivation

Since the scenarios used in SUC are, by their nature, uncertain, the SO must assume that the actual

values will deviate from the anticipated values. These deviations start at the first operating hour

of the following day, and their expected magnitude increases during the course of the day (as is

schematically shown in Figure 4.1). In the process of minimizing expected day-ahead operating

costs over a set of scenarios, SUC might decide that shedding some load or spilling some energy

from renewable sources for some of the most extreme scenarios is cheaper than modifying the

schedule in such a way that it can serve net load in all scenarios. In other words (and as illustrated

in Figure 4.1), the SUC solution carries a certain amount of unhedged uncertainty. Typically, this

unhedged uncertainty increases over time. It can be quantified in terms of Expected Energy Not

Served (EENS, sometimes referred to as load curtailment) and expected renewable energy spilled

Figure 4.1: Schematic representation of the unhedged uncertainty associated with the SUC solution.
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(also referred to as renewable curtailment). In turn, these quantities can be translated into a cost

using the Value of Lost Load (V oLL, also known as the cost of load curtailment), which represents

the value that an SO puts on 1 MWh of energy not served and the Value of Wind Spillage (V oWS,

also known as the cost of wind curtailment), which represents the marginal value of 1 MWh of wind

spilled. The V oLL mainly depends on the type of curtailed load, but can typically be determined

based on customer surveys in a particular power system [204]. The V oWS is subject to jurisdic-

tional variations and generally depends on tax credits and monetary incentives [45] or the loss of the

opportunity cost [205] of wind producers. Although the V oWS is currently used in many power

systems [206], its high value may result in an inefficient dispatch of conventional generators because

it could lead to unnecessary cycling [45, 207].

On the other hand, the IUC formulation ensures that any scenario within a predefined range of

uncertainty can be handled without having to resort to load shedding, regardless of the low probabil-

ity associated with these scenarios. Therefore, the solution produced by the IUC has zero unhedged

uncertainty. However, improved operational reliability requires more committed capacity, result-

ing in higher day-ahead costs than SUC. The Hybrid Unit Commitment (HUC) strives to minimize

day-ahead costs by optimally balancing the security cost of IUC against the cost of the unhedged

uncertainty of SUC. It achieves this by taking advantage of the lower day-ahead cost of the SUC

solution during the early hours of the optimization horizon (i.e., when the cost of the unhedged

uncertainty is low), and then switching to an IUC solution (i.e., when this cost rises). As shown

Figure 4.2: Schematic representation of the Hybrid Unit Commitment (HUC).
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in Figure 4.2, the SUC formulation is applied to the first (tsw − 1) hours of the optimization hori-

zon. During these operating hours, the HUC formulation uses the same objective function, input

scenarios, and constraints as SUC. In this case, the HUC schedule obtained for hour t ∈ [1, tsw − 1]

ought to acquire some of the features of the SUC model, such as its relatively low expected cost and

its real-time performance against actual realizations of uncertainty. The remaining operating hours,

t ∈
[
tsw, card(ΩT )

]
, are solved using the IUC formulation (i.e., during those hours that HUC

mirrors the objective function), the uncertainty model, and the constraints of the IUC formulation.

Consequently, this part of the HUC schedule aims to inherit the conservatism of the IUC model to be

protected against the relatively large uncertainty levels at the end of the optimization horizon. Thus,

the switching time tsw should be chosen in such a way that the resulting HUC schedule combines

the benefits of both the SUC and IUC models.

To ensure consistency between the SUC and IUC decisions, coupling constraints are enforced.

These constraints account for intertemporal limits on controllable generation, such as ramping limits

and minimum up- and down-times. Switching to IUC from SUC at the end of the optimization hori-

zon is also justified by a reduction in the forecast accuracy for individual scenarios when compared

to the range of uncertainty. As reported in [208] and [209], the mean and standard deviation of the

wind forecasting error for an individual scenario increases significantly for a prediction horizon of

6 hours or more. The range of uncertainty in the IUC formulation can be adjusted in such a way that

its bounds cover individual scenarios with a given level of confidence. When compared to SUC, a

larger range between bounds in IUC does not require a larger number of scenarios and, therefore,

does not increase the size of the optimization problem to be solved.

4.2 Formulation of the HUC

This Chapter operates with all of the notation used in Chapter 3 and defines several new terms as

described in Appendix A.
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The objective function of the HUC is given as follows:

min
qt,i,j ,xt,i,yt,i,zt,i,

ct,w,u,gt,i,u,g
seg
t,i,b,u,sut,i,

θt,s,uENSt,s,u

∑
t∈ΩT

∑
i∈ΩI

(sut,i +At,i · xt,i) +

∑
i∈ΩI

∑
b∈ΩB

 ∑
t∈T SUC

∑
u∈ΩU

πu ·Ki,b · gt,i,b,u +
∑

t∈ΩTTUC

Ki,b · gt,i,b,u1

+

∑
t∈ΩTSUC

∑
s∈ΩS

∑
u∈ΩU

(πu · ENSt,s,u · V oLL+ πu · ct,s,u · V oWSt,s) +

∑
t∈ΩT IUC

∑
s∈ΩS

(ct,s,u1 · V oWSt,s) (4.1)

The first term of this objective function accounts for the start-up costs of the generator, i, at hour, t,

as calculated in constraint, (3.9). The second term represents the expected dispatch cost and consists

of two parts: the SUC day-ahead cost for the first card
(

ΩT SUC
)

hours and the IUC day-ahead cost

for the remaining card
(

ΩT IUC
)

hours. The SUC cost calculates the sum of the dispatch cost for

each scenario weighed by the probability of this scenario. The IUC cost involves only the cost of

the dispatch for the central forecast (u1). The third term in (4.1) represents the cost of the energy not

served (ENSt,s,u) and wind spilled (ct,s,u) for each scenario over the period of time covered by the

SUC formulation. These quantities are weighed by the probability of each scenario, πu. Energy not

served is monetized using the value of loss load, V oLL, while involuntary wind spillage is penalized

at the value of wind spillage, V oWSt,s. The value of V oLL is assumed to be uniform for each bus

and operating hour, while the value of V oWSt,s varies for different locations and times. The fourth

term represents the cost of wind spilled over the period of time covered by the IUC formulation.

Note that the IUC solution does not permit any load shedding, since this approach does not account

for the likelihood of an individual scenario.
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4.2.0.1 Constraints on Binary Decision Variables

Both the SUC and IUC parts of the HUC formulation are subject to the constraints on the binary

variables logic, minimum up and down times, and stepwise generator start-up costs, which are

modeled as:

Equation (3.2)− (3.9), ∀t ∈ ΩT (4.2)

4.2.0.2 Constraints on the SUC part

∑
i∈ΩSI

gt,i,u +
∑

w∈ΩSW

(Wt,w,u − ct,w,u)−
∑

{s,m}∈ΩL

Bsm (θt,s,u − θt,m,u) = Dt,s − ENSt,s,u,

∀t ∈ ΩT SUC
, s ∈ ΩS, u ∈ ΩU

(4.3)

Equation (3.10)− (3.11), (3.18)− (3.21), (3.28), ∀t ∈ ΩT SUC
(4.4)

Constraint (4.3) differs from constraint (3.17) in its right-hand side. Note that it includes the

term for modeling load curtailment, ENSt,s,u. This term relaxes constraint (4.3) when the cost of

providing security outweighs the benefits of avoiding load curtailment. This relaxation is sensitive to

the value of V oLL. The constraints in (4.4) are identical to the SUC formulation in Section (3.3.2).

4.2.0.3 Constraints on the IUC part

Equation (3.10)− (3.11), (3.17)− (3.26), ∀t ∈ ΩT IUC
(4.5)

Constraints in (4.5) are modeled exactly as in Section (3.3.3). As compared to constraint (4.3),
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the power balance is not relaxed in the IUC formulation. Therefore, its central forecast and bounds

must be served at any cost, which may result in mathematical infeasibilities. To avoid this problem,

slack variables can be introduced in the power balance and power flow constraints. These slack

variables must be penalized in the objective function by a sufficiently large price. Each non-zero

slack variable must then be carefully examined when the optimal schedule is obtained.

4.2.0.4 Coupling Constraints between SUC and IUC

gtsw,i,u1 − gtsw−1,i,u ≤ RUi, ∀i ∈ ΩI , u ∈ ΩU (4.6)

gtsw−1,i,u − gtsw,i,u1 ≤ RDi, ∀i ∈ ΩI , u ∈ ΩU (4.7)

Constraints (4.6) and (4.7) model the transition from the SUC part to the IUC part. These

constraints ensure that the difference between the dispatch decisions made at hour (tsw−1) by SUC

and at hour tsw by IUC meet the limitations on the ramp rates of the committed generators.

The operating cost of HUC (CHUC) is a function of the switching time, tsw. If the switching time

is zero, HUC is equivalent to IUC, and CHUC = CIUC. If the switching takes place at early periods,

the cost of HUC will be close to the cost of IUC because the SUC formulation will be applied only

for a few periods and the resulting schedule will be obtained based mostly on IUC. As the switching

time increases, CHUC decreases at the expense of exposing the system to low probability events.

If switching occurs later, the ramping and intertemporal generator constraints of the SUC solution

limit the number of generators available to improve the robustness of the schedule. Thus, IUC may

not be as cost-effective as it would have been if applied to the whole optimization horizon. Finally,

if no switching takes place in the solution process, HUC is equivalent to SUC, and CHUC = CSUC.

Hedging the system against all possible realizations of uncertainty can be achieved with an early

tsw. However, this results in a high operating cost. Therefore, HUC needs to strike a balance between

its running cost (RC) and the economic savings achieved by allowing some unhedged uncertainty.
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The running cost accounts for the cost of commitment decisions and dispatch:

RC(tsw) =
∑
t∈ΩT

∑
i∈ΩI

(sut,i +At,i · xt,i)

+
∑
i∈ΩI

∑
b∈ΩB

 ∑
t∈T SUC

∑
u∈ΩU

πu ·Ki,b · gt,i,b,u +
∑

t∈ΩTTUC

Ki,b · gt,i,b,u1

 (4.8)

Thus, the running cost increases as the switching time decreases, since more hours are solved

using the conservative IUC formulation. As the switching increases, there are more periods dur-

ing which SUC dominates the solution, increasing the allowed unhedged uncertainty. The cost of

unhedged uncertainty, CoU , is then given by:

CoU(tsw) =
∑

t∈ΩTSUC

∑
s∈ΩS

∑
u∈ΩU

(πu · ENSt,s,u · V oLL+ πu · ct,s,u · V oWSt,s)

+
∑

t∈ΩT IUC

∑
s∈ΩS

(·ct,s,u1 · V oWSt,s) (4.9)

where ENSt,s,u and ct,s are the energy not served and the wind spilled at time, t, for scenario,

u. The cost in Equation (4.9) accounts for the unhedged uncertainty predicted on the day ahead.

Although an actual realization may exceed the most extreme scenario considered in day-ahead plan-

ning, such an event cannot be anticipated in the day ahead and cannot, therefore, be considered

in the decision-making process. On the other hand, this realization can be handled by real-time

adjustments.

Since the value of the optimal switching time depends on the relative proportion between the

running cost and the cost of unhedged uncertainty, it can be affected by the variations on the right-

hand-side of Equations (4.8) and (4.9). For example, if the generation fleet has limited flexibility,

then the transition between the proposed schedules might be impossible due to the intertemporal

constraints on the generators. Also, high start-up and fuel costs can make switching prohibitively
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expensive. If the range of scenarios in the SUC is relatively narrow, the unhedged uncertainty might

be too insufficient to switch to a more expensive IUC solution. Similarly, if the V oLL or V oWSt,s

are relatively low, this may result in no switching, because providing the additional robustness of

the IUC would not be economically justified. Therefore, by accurately estimating the V oLL and

V oWSt,s, as well as improving the forecasting accuracy, an SO can change the switching time. The

next subsection describes two approaches to optimizing tsw.

4.2.1 Optimal Switching Time

As explained in Section (4.2), the switching time minimizes the objective function of HUC via bal-

ancing its running cost and cost of unhedged uncertainty. The operating cost of HUC, CHUC, is

a function of the switching time. As the switching time increases, the running cost decreases (as

shown in equation (4.8)), while the cost of unhedged uncertainty increases (as shown in equation

(4.9)). Therefore, the operating cost of HUC,CHUC, which sums the running cost and the cost of un-

hedged uncertainty, is guaranteed to have a minimum. Since the commitment or de-commitment of a

generator abruptly changes the value of the cost of unhedged uncertainty and the running cost,CHUC

can have local minimums, which makes it almost unimodal1. Therefore, traditional derivative-based

methods to calculate its minimum are not applicable due to the risk of being trapped in a local min-

imum. The domain of the switching time is limited to a finite number of integer solutions over

the interval
[
1, card

(
ΩT
)]

. Therefore, the minimum of CHUC (tsw) can be obtained by solving the

HUC formulation at most card
(
ΩT
)

times. This can be done using a parallel implementation or a

single processor implementation, as discussed below.

4.2.1.1 Parallel Computing Implementation

Parallel computing makes it possible to carry out multiple simulations at the same time. In this im-

1A function, f , is almost (noisy) unimodal in [a, b] if and only if, for some x ∈ [a, b] , f ′ < 0 almost everywhere
on [a, x] and f ′ > 0 almost everywhere on [x, b] [210]. Examples of almost unimodal functions can be found in
[210, 211].
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plementation, each parallel simulation solves the HUC problem for a particular value of the switch-

ing time and produces its cost, CHUC (tsw). Therefore, the HUC formulation is solved card
(
ΩT
)

times. When all parallel simulations are completed, the optimal switching time is determined as the

minimum of CHUC (tsw). The computation time τ of the parallel implementation is then determined

as the maximum computation time of all parallel simulations. In line with this definition, the com-

puting time of the parallel implementation is given as τ = max
[
τ t

sw=1, τ t
sw=2, ..., τ t

sw=card(ΩT )
]
.

4.2.1.2 Single Processor Implementation

Since a single processor cannot carry out multiple simulations at the same time, the single processor

implementation solves HUC problems in series (i.e., this implementation requires solving the HUC

formulation card
(
ΩT
)

times, consecutively). To reduce the required number of iterations, a search

method can be used. A three-point grid search algorithm (a derivative-free search method) has been

shown to converge and estimate the optimum of the almost unimodal functions precisely [211].

As proven in [211], this method has linear convergence and has already been applied in power

system applications dealing with uncertainty [212]. This algorithm operates as follows. First, an

interval
[
T LB, TUB

]
containing tsw is chosen. Second, three equally spaced points within the search

intervals,
[
tsw1, tsw2, tsw3

]
, are chosen, and HUC (as formulated in (4.1)-(4.7)) is solved for each of

them. Third, the two neighbors (possibly including one of the bounds of the interval) of the points

among these three that would give the lowest values of CHUC are chosen as the bounds of the next

search interval. This procedure is repeated, until the optimal tsw is found with enough accuracy.

Since the domain of the switching time is finite, the optimal switching time can be found in a finite

number of iterations. The search range of the switching time reduces by (1/4)n after n iterations

[211]. Although the three-point grid search algorithm reduces the number of solution candidates,

its computation time consists of the sum of the computation times of all iterations. Therefore, the

computation time of the single processor implementation would be larger than the computation time
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of the parallel computer implementation.

4.3 Case Study

4.3.1 Description of the Test Cases and Data

The proposed HUC, as well as the DUC, SUC, and IUC formulations, have been tested on a modified

version of the 24-bus IEEE RTS. Details of this system can be found in [185]. The cost curves of the

generating units in this system are approximated by three-segment piece-wise linear functions with

equally spaced elbow points. Generators U12 and U20 can be synchronized or shutdown within a

single operating hour. The wind and load data are based on ERCOT data [213]. Wind penetration

is assumed to provide 10% of the electricity consumed daily system-wide. A set of 1000 wind

scenarios are generated, as described in [122]. A forward selection scenario reduction technique

reduces this set to 10 scenarios used by SUC. The 5− and 95− percentiles of the original set are

used to define the lower and upper bounds for IUC. These bounds envelope all of the scenarios

in SUC. In the reference case V oLL = $5/kWh for all operating hours, the V oWS is calculated

based on the lost opportunity of wind producers for each operating hour. This lost opportunity cost

of wind producers is calculated as the difference between two cases: when wind curtailment is not

enforced and when wind curtailment is enforced (as explained in [205]).

The HUC formulation is described in (4.1)–(4.7), and the switching time is optimized as de-

scribed in Section 4.2.1. The SUC formulation includes constraints (4.3)–(4.4), and the IUC formu-

lation includes constraints in (4.5). The DUC formulation is identical to IUC, but without bounds

and without the constraints (3.23)–(3.26). Table 4.3.1 compares the DUC, SUC, IUC, and HUC

formulations in terms of the number of variables and constraints. All formulations have the same

number of binary variables: xt,i, yt,i, zt,i – 768 each, qt,i,j – 6, 144. The number of continuous

variables and constraints differ for each formulation: DUC and SUC have, respectively, the smallest

and the largest number of continuous variables and constraints. Since the optimal switching hour
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is unknown until HUC is solved, the number of continuous variables is characterized by a range of

SUC and IUC formulations, as is shown in Table 4.3.1. The number of constraints in HUC is also

characterized by this range plus the number of coupling constraints, (4.6) and (4.7).

Table 4.1: Summary of Different UC formulations

Number of DUC SUC IUC HUC
binary variables 8,448 8,448 8,448 8,448
continuous variables 15,148 73,900 35,308 35,308–73,900
constraints 22,019 128,291 63,299 63,939–128,931

Simulations for this case study have been performed on an Intel® Core i7 2.80 GHz processor,

with 4 GB of RAM, under the 64-bit Windows® 7 operating system. The CPLEX 12.1 optimization

engine and GAMS 24.0.2 environment have been used to implement all UC formulations. The

minimum relative MIP gap has been set to 10−3.

4.3.2 Day-Ahead Cost of the DUC, SUC, and IUC

Table 4.2 shows the day-ahead cost (DAC), the security cost (SC), and the cost of unhedged uncer-

tainty (CoU ) for the DUC, SUC, and IUC formulations for different V oLLs. The day-ahead cost

is defined as the value of the objective function for a particular UC approach. The security cost is

calculated as the difference between the day-ahead cost of a particular UC approach and the the day-

ahead cost of the DUC formulation without reserve requirements. Since DUC accounts for a single

central forecast scenario, this formulation results in the least expensive day-ahead and security costs

for any V oLL. The SUC formulation models uncertainty via a set of scenarios, and it, therefore,

results in larger day-ahead and security costs. Since DUC does not tolerate any load shedding, its

cost of unhedged uncertainty is incurred by the cost of wind spillage. The IUC results in the most

conservative day-ahead schedule, which results in the largest day-ahead and security costs among
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all UC formulations. Since IUC does not enable load shedding, its cost of unhedged uncertainty

only includes the cost of wind spillage, and it is, thus, less than that of the SUC.

Table 4.2: Day-ahead Costs for Different UC Approaches (in 103, $)

VoLL=$1/kWh VoLL=$5/kWh VoLL=$10/kWh
DAC SC CoU DAC SC CoU DAC SC CoU

DUC 897 29 2 897 29 2 897 29 2
SUC 899 31 13 908 40 9 912 44 7
IUC 1022 154 4 1022 154 4 1022 154 4
HUC 908 41 8.3 958 99 34 973 105 67

4.3.3 Day-Ahead Cost of the HUC

Table 4.2 presents the day-ahead results of HUC for different V oLLs. Figure 4.3 shows how the

day-ahead cost (DAC), the running cost (RC), and the cost of the unhedged uncertainty (CoU )

of HUC vary as a function of tsw and compares it to the day-ahead cost of SUC and IUC for

V oLL = $5/kWh. The cost of unhedged uncertainty of HUC increases as the switching time in-

creases because more operating hours are solved using the SUC formulation; thus, more unhedged

uncertainty is allowed in the resulting schedule. The running cost is also a function of the switching

time, but it is not monotonic in [1, 24] as the cost of the unhedged uncertainty. As illustrated in

Figure 4.3, the day-ahead cost decreases almost everywhere over the interval [1, 16] and increases

over the interval [16, 24]. Note that this function increases from hour 6 to hour 7, which makes it

almost unimodal in [1, 24].

If switching occurs early in the optimization horizon, the solution would be conservative, so an

increment in the switching time causes a reduction in the objective function. However, switching

later requires the enforcement of the IUC boundaries that are subject to the commitment decisions

made previously on the day. This constrains the cycling of the base load generators and requires
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Figure 4.3: (a) Cost of unhedged uncertainty; (b) running cost of the HUC formulation; and (c)
comparison of the total day-ahead costs of the IUC, SUC, and HUC formulations. The optimal
switching time is highlighted with a square.

committing expensive flexible generation, which causes a slight increase in running costs at the end

of the optimization horizon. Therefore, both the cost of unhedged uncertainty and running costs (and

thus, the day-ahead cost of the HUC) increase at the end of the optimization horizon, which makes

late switching less cost-efficient. Figure 4.4 illustrates the difference for the optimal generation

pool committed by the HUC formulation with different V oLLs. As the VoLL increases, the HUC

formulation tends to commit more generators of the types U20, U50, and U76, while the number of

commitment of other generators (which are less flexible) remains unchanged.
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Figure 4.4: Comparison of the cumulative number of commitments by the HUC throughout the
optimization horizon for different VoLLs.

Figure 4.5: Computation time of the HUC formulation with different switching times.

4.3.4 Optimizing the Switching Time

The switching time optimization has been performed as described in Section 4.3.3 for the the parallel

computing implementation and the single processor implementation. The domain of the switching

time in the reference case is the integer numbers in [1, 24], V oLL = $5/kWh, and the optimal

switching hour is 16. Figure 4.5 shows the computation time of the HUC formulation for different

switching times and its trend, approximated with a polynomial function. As the switching time

increases, the computation time increases as well, due to an increased number of constraints and

continuous variables, as is shown in Table 4.3.1.
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4.3.4.1 Parallel computing implementation

In the parallel implementation, the HUC formulation is solved for all 24 values of the switching time

simultaneously. The overall time of the parallel implementation is equal to the longest computation

time of all parallel simulations (as is explained in Section 4.2.1). In the reference case τ = 15, 135 s

(4h:12m:15s), which is also equal to the computation time of the SUC formulation. The computation

time of the HUC formulation is longer than the computation time of the IUC formulation - 332 s

(6m:32s).

4.3.4.2 Single processor implementation

In the single processor implementation case, four iterations of the three-point grid search method

are required to obtain the optimal switching time. The range between the upper and lower bounds of

the day-ahead cost decreases at each iteration (Figure 4.6a) and so does the range between the upper

and lower bounds of the switching time (Figure 4.6b). Figure 4.6c shows the computation time for

each iteration, which are added together in Figure 4.6d. The first iteration is the longest because it

involves solving the SUC formulation for the whole optimization horizon and, thus, involves more

continuous variables and constraints than any other iteration. As the number of iterations increases,

the duration of each iteration decreases because the upper bound of the switching time reduces and

more operating hours are solved by IUC. The overall computation time for the reference case in the

single processor implementation is 32, 647 s (9h:4m:7s).

4.3.4.3 Impact of the VOLL

Since the switching time determines a number of hours solved by SUC and IUC, it depends on

the V oLL chosen. Figure 4.7 shows how the switching time varies as a function of the V oLL.

Scheduling the generating fleet with a higher VoLL results in an earlier switching time; therefore,

more hours are solved by IUC, which makes the schedule more robust and, thus, avoids having to
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resort to load curtailment. As the V oLL changes, the commitment status of the generators, the

cost of uncertainty, and the security cost may change as well. These changes are discrete due to

the indivisible nature of the binary commitment decisions on the generating units, as is explained

in [212]. Hence, there might also be some fluctuations in the switching time for an incremental

change in the V oLL. The inset of Figure 4.7 shows that the switching time has a local extremum

for V oLL = $30/kWh.

4.3.4.4 Impact of the domain of the switching time

As Figure 4.3 illustrates, if switching occurs at the end of the optimization horizon, a longer com-

putation time is required because of the larger number of hours solved using the SUC formulation.

If the initial domain of the switching time is reduced in a way that avoids these computationally

intensive calculations, HUC can be solved faster. This, however, may result in a sub-optimal solu-

Figure 4.6: Convergence of the day-ahead cost (DAC) and the switching time of the HUC formula-
tion in the single processor implementation
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Figure 4.7: The optimal switching time as a function of the VoLL.

tion because the truncated operating hours may contain the optimal switching time, especially if the

V oLL is relatively high or low, as illustrated in Figure 4.7. To demonstrate the computing perfor-

mance of the HUC formulation with a reduced interval of possible switching times, the interval of

switching times is limited to the hours between the beginning of the morning ramp and the peak net

load. This rule-of-thumb was validated on a set of representative net load profiles for six days. This

set includes four representative days for each calendar season and two days with the maximum and

minimum daily net load.

In this case study, reducing the switching time by one hour will eliminate 1,608 continuous

variables and 2,708 constraints from the HUC formulation. If the domain of the switching time is

reduced to the interval between hour 8 (beginning of the morning ramp) and hour 19 (the interval of

the switching times), the parallel computing implementation is solved in 4, 027 s (1h:7m:7s), and the

single processor implementation is solved in three iterations, which require 13, 203 s (3h:40m:3s).

Therefore, both implementations are solved faster than the SUC formulation.

4.3.4.5 Impact of the switching time on committed capacity

Figure 4.8 compares the hourly committed capacity (CC) for the day-ahead schedules obtained with

SUC, IUC, and HUC with an optimal switching time for V oLL = $5/kWh. Until switching at hour
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16, HUC has a pattern similar to the committed capacity of SUC. After the switching occurs, HUC

reaches the same committed capacity as the IUC approach at hour 19. In between, HUC achieves

the robustness of IUC using a smaller amount of committed capacity, but with more flexible (and

therefore, more expensive) units than the IUC. During the remainder of the optimization horizon,

the hourly committed capacity of the HUC schedule repeats the trend of the hourly committed

capacity of the IUC schedule. Figure 4.9 shows the difference between the committed generation

pool under different UC approaches. The same number of inflexible and relative cheap generators,

such as U100, U350, and U400, are committed using any of the approaches. This figure also shows

that HUC has the largest number of commitments of flexible generators (U20 and U50), so it can

enforce its robustness after switching occurs. Since IUC needs to provide robustness during the

course of the whole optimization horizon, it commits the largest number of inflexible generators,

U155.

Figure 4.8: Comparison of the hourly committed capacity for the day-ahead schedules of IUC (dash-
dot), SUC (dash-dash), and HUC (solid) formulations.
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Figure 4.9: Comparison of the cumulative number of commitments by different UC approaches
throughout the optimization horizon.

4.3.5 Results of Monte Carlo Simulations

The statistical behavior of the schedules obtained with each of the UC approaches was tested using

MC simulations. At each trial of the MC simulation, the day-ahead schedule produced by each

method is dispatched to meet the actual net load. Real-time commitments of additional generators

are allowed if the day-ahead intertemporal constraints on the generators are not violated. At each

MC trial, the corresponding value of the actual operating cost (AOC) is calculated. This AOC

includes the generation dispatch and start-up costs based on the day-ahead schedule, as well as the

cost of additional commitments required in real time and the penalties for wind spillage and load

shedding. The number of MC trials required is set at min [1000, NMC], where NMC is the number

of MC trials required to ensure (with a 95% confidence level) that the estimate of the AOC has an

error of less than 1% [198]. A normal distribution and a skew-Laplace distribution are assumed for

load forecast errors [33] and wind power forecast errors [197], respectively.

Figure 4.10 shows the cumulative probability distributions (CDFs) of the AOC, as calculated

using MC simulations. Table 4.3 gives the expected AOC (EC), the maximum AOC (AOCmax),

the minimum AOC (AOCmin), the expected cost of the corrective actions (EC(∆)), the standard

deviation of the AOC distribution (SD), and the expected values of EENS and EWS.

These MC simulations demonstrate that the HUC schedule results in the lowest AOC for any

V oLL when compared to the SUC and IUC schedules. For V oLL = $1/kWh, SUC and HUC
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result in a positive expected cost of corrective actions, since these schedules were not optimized to

accommodate for large deviations from the forecast and underestimate the influence of uncertainty.

The cost of corrective dispatch for the HUC schedule is less expensive than for the SUC schedule,

which demonstrates that the HUC formulation models uncertainty more accurately than SUC. The

IUC results in an unnecessarily robust schedule when compared to the HUC and SUC formulations

and has a negative expected cost of corrective dispatch, which indicates that the IUC formulation

is likely to overestimate uncertainty. As V oLL increases, the schedules obtained with all UC for-

mulations become more robust, and its cost of corrective dispatch decreases. If V oLL = $5/kWh

or V oLL = $10/kWh, the SUC does not schedule sufficient resources to meet the deviations and

results in a positive expected cost of corrective actions. On the other hand, the HUC schedule for

V oLL = $5/kWh and V oLL = $10/kWh results in a negative expected cost of corrective actions.

Although the HUC formulation overestimates uncertainty, the absolute value of the expected cost of

Figure 4.10: Cumulative distribution function (CDF) of the actual operating cost (AOC) obtained
with MC simulations for different V oLLs.
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Table 4.3: Statistics of MC Simulations for different V oLL

VoLL Variable HUC SUC IUC

$1/kWh

AOCmin, ·103$ 863.1 939.4 961.2
EC, ·103$ 926.9 1037.0 975.0

AOCmax, ·103$ 1079.5 1216.7 991.3
EC(∆), cdot103$ 18.9 138 -47

SD, ·103$ 42 53 0.45
EENS, MWh 36.1 62.3 0
EWS, MWh 33.4 26.1 29.3

$5/kWh

AOCmin, ·103$ 892.7 889.5 961.3
EC, ·103$ 908.7 919.6 977.4

AOCmax, ·103$ 922.8 969.6 995.1
EC(∆), ·103$ -49.3 11.6 -44.6
SD, ·103$ 0.47 1.4 0.46

EENS, MWh 0.019 0.34 0
EWS, MWh 21.7 18.5 24.3

$10/kWh

AOCmin 883.2 891.5 960.8
EC, ·103$ 899.7 916.7 977.1

AOCmax, ·103$ 916.6 964.9 993.6
EC(∆), ·103$ -73.3 2.6 -44.9
SD, ·103$ 0.50 1.2 0.47

EENS, MWh 0.006 0.021 0
EWS, MWh 22.8 14.3 24.6

corrective dispatch, in this case, is lower than for the IUC formulation. The low standard deviation

of the AOC distribution, in the case of the HUC, demonstrates its adaptability to extreme cases. In

particular, for V oLL = $5/kWh and V oLL = $10/kWh, the upper tail of the CDF of the HUC is

shorter than the tails for the IUC and SUC (lower AOCmax). Large V oLLs amplify this effect be-

cause they justify an increase in the robustness of the schedule to deal with extreme cases. Because

the IUC schedule is insensitive to the V oLL, its standard deviation remains nearly constant, and it

achieves the lowest EENS for all cases. On the other hand, as the V oLL increases, the EENS of

the HUC decreases because more periods are solved with the IUC constraints. While SUC is also

sensitive to the V oLL, its schedules do not balance security costs against the EENS costs as well
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Table 4.4: Statistics of MC Simulations for different wind penetration

Wind Penetration Variable HUC SUC IUC

10 %
EC, ·103$ 908.7 919.6 977.4

EENS, MWh 0.019 0.34 0
EWS, MWh 33.4 18.5 24.3

20 %
EC, ·103$ 712.4 727.8 800.1

EENS, MWh 0.023 0.59 0
EWS, MWh 99.6 108.1 214.3

30 %
EC, ·103$ 654.1 679.7 709.4

EENS, MWh 0.024 0.59 <0.001
EWS, MWh 151.4 152.0 331.2

as the HUC. Unlike load shedding, the expected wind spillage remains approximately the same for

all UC formulations because the penalty for spillage is significantly smaller than V oLL.

Table 4.4 compares UC formulations under different wind penetration levels for V oLL =

$5/kWh. The HUC results in the lowest expected cost for all wind penetration levels. The HUC

formulation is attractive to the SO, because it achieves savings from 1.2% to 3.9% for 10% and 30%

wind penetration, respectively, when compared to SUC. Furthermore, HUC results in lower wind

spillage than any other UC formulation for 20% and 30% wind penetration levels and also results

in less load shedding than SUC. The IUC formulation consistently overestimates uncertainty and

results in substantial wind spillage at higher levels of wind penetration, which lead to an unneces-

sarily expensive operating cost. However, this formulation results in no load shedding for any wind

penetration level.

4.4 Conclusion

This Chapter describes a UC formulation that balances the robustness of IIUC and the low expected

cost of SUC. Instead of enforcing a uniformly high level of robustness (like IUC) or tolerating a

certain amount of infeasibility (like SUC), this hybrid approach optimally decides when a more
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expensive schedule is justified. A detailed MC simulation demonstrates that it always achieves the

lowest expected actual operating cost. The schedules produced by this hybrid formulation depend

on the V oLL (i.e., the value that customers attach to the short-term continuity of supply). As this

value increases, the hybrid formulation schedules more resources to reduce the uncertainty that SUC

leaves unhedged.

The importance of this hybrid approach to sustainable power systems is manifold:

• This approaches yield a lower operating cost than SUC, thus effectively arbitrage day-ahead

uncertainty between earlier and later periods of the planning horizon.

• Furthermore, cost savings achieved under the HUC model increases with the wind penetration

levels, thus underscoring the importance of this uncertainty arbitrage in such systems.

• Unlike SUC, the computational burden of HUC can be alleviated by considering reasonable

domains for the switching times.
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Chapter 5

WIND GENERATION AS A RESERVE PROVIDER

5.1 Motivation

As shown in Chapters 3 and 4, the accommodation of high volumes of renewable generation requires

the provision of additional amounts of flexibility (i.e., spare generation capacity) from conventional

generation to coping with uncertainty and the variability of renewables. However, as explained

in Section 1.2.3, the integration of renewable generation replaces the conventional generators that

are most feasible for providing this flexibility. Furthermore, to provide additional spare capacity,

conventional generators are operated in a less than economically optimal manner [18]. As the pen-

etration level of WG grows, so too does the uncertainty of the net load and flexibility requirements

[29, 31]. The cost of operating a power system is sensitive to the amount of flexibility required

[212], which is driven by the reserve policy chosen [214]. Even a marginal increment in reserve

requirements may result in a sizable increase in operating costs because it may require the syn-

chronization of additional generators, which may then force other generators to operate at less than

optimal efficiency [32].

On the other hand, some renewable generation could be scheduled at a derated level to reduce the

amount of associated uncertainty and the cost of additional reserve requirements [206]. The result-

ing headroom in renewable generation could then be used to provide an upward reserve. Existing

wind turbine control systems have the technical ability to follow secondary and tertiary dispatch

commands [215]. If a portion of the reserve requirements is contributed by wind generation, a lower

cost of dispatch of conventional generators can be attained. On the other hand, wind generators

must be compensated for the loss of opportunity that they would suffer by providing reserve rather
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than energy [205]. This loss of opportunity is typically larger for wind generation than for conven-

tional generation because the wind generation has a lower, nearly zero, operating cost. However,

the authors of [206] show that the reserve provision by wind generation is justified in power systems

with large wind penetration levels. As shown in [216], wind generation could increase its profit by

participating in both the energy and reserve markets as opposed to trading only in the energy market.

This Chapter studies how wind generation can be operated by a controllable resource, thus

simultaneously contributing to the reserve requirements and reducing the associated uncertainty.

5.2 Contributions

This Chapter uses MILP to formulate a day-ahead DUC model that minimizes operating costs by

derating wind production and, consequently, reducing the reserve requirements. Note that unlike

the models in Chapters 4 and 3, this model uses only one (deterministic) forecast and a probability

distribution of this distribution’s uncertainty. While this approach does not fit the formal definitions

of the SUC, IUC, and RUC models, it accounts for the stochastic nature of wind power generation

in a probabilistic fashion. The contributions of this approach are as follows:

1. It achieves a lower operating cost through the provision of reserve from wind generation and

through a reduction in reserve requirements.

2. Unlike traditional DUC models with different reserve policies, this approach accounts for the

non-linearity of wind power generation.

3. The case study demonstrates that the proposed approach is more cost effective under higher

wind penetration levels than traditional DUC models with “3.5σ”1 and “(3 + 5) %”2 reserve

1The “3.5σ” policy sets the hourly reserve requirement in proportion to the standard deviation of the net load forecast,
“σ”. See reference [32] for further details.

2The “(3 + 5) %” sets the hourly reserve requirement to the sum of 3% of the hourly load forecast and 5% of the hourly
wind forecast. When compared to the “3.5σ” policy, this policy treats hourly load and wind forecasts separately. See
reference [103] for further details.
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policies.

5.3 Formulation

This chapter uses the same notation as Chapters (3) and (4) and as described in Appendix A. How-

ever, the additional notation that is not used in Chapters (3) and (4) are defined when they are used

for the first time.

The objective function of DUC is given as follows:

min
qt,i,j ,xt,i,yt,i,zt,i,ct,w,u1 ,

gt,i,u1
,gseg

t,i,b,u1
,sut,i,r

up
t,i,u1

θt,s,u1

[ ∑
t∈ΩT

∑
i∈ΩI

sut,i +Ai · xt,i +
∑
b∈ΩB

Ki,b · gt,i,b,u1 + CLOC
t,i


+
∑
t∈ΩT

∑
w∈ΩW

Cwind
t,w

] (5.1)

The first three terms of the objective function (5.1) represents the start-up, mo-load, and fuel

costs, which are identical to the terms in (3.1). The fourth term in (5.1) represents the lost opportu-

nity cost of the generators that is compensated if the procurement of the upward reserve results in

an out-of-merit-order dispatch of the generator i:

CLOC
t,i = r

up
t,i,u1

· λLOC
t,i , (5.2)

where λLOC
t,i is the marginal cost of the lost opportunity calculated for each generator, i, at every op-

erating hour, t, as explained in [205]. The fifth term of the objective function (5.1), Cwind
t,s , accounts

for the lost opportunity cost of wind power generation due to either wind spillage or scheduled wind
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deration3. Therefore, Cwind
t,w , can be computed as:

Cwind
t,w = λLOC

t,w · (αt,w) ·Wt,w,u1 , (5.3)

where λLOC
t,w the marginal cost of the lost opportunity calculated for each generator w and αt,w ∈

[0, 1] is a decision variable that determines the portion of the foretasted wind production, Wt,w,u1 ,

to derated.

5.3.0.1 Constraints on Binary Decision Variables

The binary decisions variables, qt,i,j , xt,i, yt,i, and zt,i, are constrained by the binary variables logic,

the minimum up and down time limits, and the stepwise start-up cost constraints as follows:

Equation (3.2)− (3.9), ∀t ∈ ΩT , i ∈ ΩI , j ∈ ΩJ . (5.4)

5.3.0.2 Dispatch Constraints on Conventional Generators

The dispatch constraints on conventional generators include the minimum and maximum power

output and the ramp up and down limits, which are enforced as follows:

Equation (3.10)− (3.12), ∀t ∈ ΩT , i ∈ ΩI , u = u1. (5.5)

3Note that, technically, there is a difference between the term wind deration (which refers to wind power generation
that is reduced to provide reserve) and the term wind spillage (which is used for wind curtailments resulting from the
enforcement of security criteria, e.g., binding transmission generation constraints.)
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5.3.0.3 Transmission Constraints

Flow limits on transmission lines are modeled using a linear dc power flow as follows:

Equation (3.18)− (3.21), ∀t ∈ T, s ∈ S, l ∈ L, u = u1 (5.6)∑
i∈ΩSI

gt,i,u1 +
∑

w∈ΩSW

(
W net
t,w,u1

− ct,w,u1

)
−

∑
{s,m}∈ΩL

Bsm (θt,s,u1 − θt,m,u1) = Dt,s,

∀t ∈ ΩT, s ∈ ΩS. (5.7)

From the formulation in Section 3.3, the network constraints of the proposed DUC depart in the

nodal power balance constraint, see (5.7). As compared to constraint (5.7) in Section 3.3, constraint

(5.7) includes the net nodal injection of the wind power generation, W net
t,w,u1

. This decision variable

accounts for wind power deration.

5.3.0.4 Wind Power Deration Constraints

The net wind power injection at wind farm, w, W net
t,w,u1

, is defined as:

W net
t,w,u1

= (1− αt,w) ·Wt,w,u1 , t ∈ ΩT , w ∈ ΩW , (5.8)

whereWt,w,u1 is the forecasted (available) wind production and αt,w is the wind production deration

rate. This deration rate is a decision variable in the range [0, 1]. If αt,w is zero, the forecasted wind

production is not derated and all of the forecasted power is scheduled as power production (i.e.,

W net
t,w,u1

= Wt,w,u1). On the other hand, if 0 < αt,w ≤ 1, only a portion of the forecasted wind is

scheduled as power production
(
0 < W net

t,w,u1
≤Wt,w,u1

)
while the rest constitutes a headroom that

can be used for reserve. If αt,w = 1, the forecasted wind power is not used for power production,

but used entirely for reserve and W net
t,w,u1

= 0.

Figure 5.1 illustrates wind deration using the cumulative distribution function (CDF) of the net



96

wind power injection. This CDF is modeled for each operating hour based on fitting wind forecast

error to the Skew-Laplace distribution as explained in [197]. As the wind deration increases (i.e., as

αt,w approaches 1), the probability that an actual realization of wind production exceeds the value

of the derated state increases. The difference between wind power production in the derated state

and the wind forecast (illustrated as the grey area in Figure 5.1) represents the maximum headroom

that can be used for reserve provision.

The expected amount of the upward reserve that wind power generation can provide is calculated

as follows:

r
w,up
t,w ≤

∫ W net
t,w,u1

Wt,w,u1

Pr
(
W net
t,w,u1

)
dW net

t,w,u1
, ∀t ∈ ΩT , w ∈ ΩW , (5.9)

where Pr (·) is the cumulative probability function, as illustrated in Figure 5.1. Since this probability

is no greater than 1, the amount of reserve that can be obtained from derating the wind production

is lower than the amount of derated wind power:

r
w,up
t,w ≤Wt,w,u1 −W net

t,w,u1
, ∀t ∈ ΩT , w ∈ ΩW . (5.10)

Figure 5.1: Empirical cumulative distribution function (CDF) of the net wind power injection. The
central forecast is marked with a circle and the derated state is marked with a square.
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This reserve procurement is remunerated in (5.1) through Cwind
t,w . The amount of this compensation

is based on the full amount of wind deration, i.e., Wt,w,u1 −W net
t,w,u1

, since this quantity represents

an actual loss of opportunity cost of wind power generation.

Constraints (5.9) are non-linear, not only because of the non-linear nature of the CDF, but also

because of the product of this function with the continuous variable W net
t,w,u1

. This CDF can be

linearized by dividing it across its vertical axis in a number of segments (as proposed in [32] and

[218] and illustrated in Figure 5.2). The accuracy of this approximation depends on the number

of segments and can be adjusted for each particular application. A larger number of segments

would increase the accuracy of the model, but would also result in longer computing times. Each

segment, j, is defined by two parameters: its probability, πt,w,j , and the range of the net wind power

injection, ∆wnet
t,w,j . A binary variable, vt,w,j , is assigned to each segment, j. Constraints (5.9) can

then be reformulated in a linear manner as follows:

Figure 5.2: Empirical and linearised CDF of the net wind power injection. Data: BPA.
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r
w,up
t,w ≤

∑
j

πt,w,j ·∆W net
t,w,j · vt,b,j ,∀t ∈ ΩT , w ∈ ΩW (5.11)

W net
t,w,u1

≤Wt,w,u1 −
∑
j

∆wt,w,j · vt,w,j ,∀t ∈ ΩT , w ∈ ΩW (5.12)

Constraints (5.11) calculate the expected amount of reserve provided by wind power generation

by integrating the intervals that have non-zero binary variables vt,w,j . Constraints (5.12) ensure that

the net wind power injection,W net
t,w,u1

, is less than the difference between the wind forecast,Wt,w,u1 ,

and the derated wind power,
∑

j (∆wt,w,j · vt,w,j).

Wind integration policies that restrict the amount of deferred wind can be enforced as follows:

Wt,w,u1 −W net
t,w,u1

≤ Φt,w,∀t ∈ ΩT , w ∈ ΩW (5.13)

Constraint (5.13) limits the total amount of wind deration using parameter Φt,w, which can be

determined by a particular wind integration policy. If Φt,w = 0, no wind deration can be scheduled

(i.e., wind power generation provides no reserve). Alternatively, if the Φt,w is large, economic

benefits can be attained if wind power generation is used as a reserve provider.

5.3.0.5 Reserve Constraints

Conventional generator i provides rup
i,t of upward reserve at time t:

r
up
i,t ≤ min

{
∆r

up
i,t, Ḡi · xt,i − gt,i,u1

}
, ∀t ∈ ΩT, i ∈ ΩI, (5.14)

where ∆r
up
i,t is the available upward rampable capacity of that generator. Unlike reserve provided by

wind power generation, the ability to deploy reserve provided by conventional generators is subject

to less uncertainty, e.g., failure to synchronize an offline generator providing non-spinning reserve
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[217]. This uncertainty is outside the scope of this dissertation, since equation (5.14) assumes that

only synchronized controllable generators (ut,i = 1) can participate in the provision of reserve.

The constraint on the total upward reserve requirement can then be expressed as follows:

∑
i∈ΩI

r
up
t,i +

∑
w∈ΩW

r
w, up
t,w ≥

∑
w∈ΩW

Rreq (W net
t,w,u1

)
+
∑
s∈ΩS

Rreq (Dt,s) ,∀t ∈ ΩT . (5.15)

The first term on the left-hand side of (5.15) represents the amount of reserve provided by all conven-

tional generators. The second term represents the expected amount of reserve provided by WG. The

right-hand side of (5.15) is the sum of the reserve requirements induced by wind power generation,

Rreq
(
W net
t,w,u1

)
, and by the load, Rreq (Dt,s).

If the “3.5σ”-rule is adopted, the hourly amount of reserve required due to wind power genera-

tion can be calculated as follows:

Rreq (W net
t,w,u1

)
= 3.5 · (1− αt,w) · σ (Wt,w,u1) ,∀t ∈ ΩT, w ∈ ΩW, (5.16)

where σ (Wt,w,u1) is the standard deviation of the wind power forecast error distribution. On the

other hand, if the “(3 + 5)%”-rule is used, the reserve requirement due to wind power generation is

given by:

Rreq (W net
t,w,u1

)
= 0.05 · (1− αt,w) · (Wt,w,u1) , ∀t ∈ ΩT, w ∈ ΩW (5.17)

Both the “3.5σ”-rule and “(3 + 5) %”-rule decrease reserve requirements linearly as the wind

deration increases. For both reserve policies, the deration of wind production has a twofold impact

on the reserve requirements. First, a lesser amount of reserve is provided by the conventional gen-

erators, as is shown in (5.15). Second, as (5.16) and (5.17) show, the reserve requirements decrease

as wind deration increases due to the reduced uncertainty. Downward reserve requirements are en-

forced in a similar way, as in (5.15)–(5.17), and controllable generators are the only provider of this
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reserve.

5.4 Case Study

5.4.1 Description of the Test Cases and Data

The proposed case study uses a modified version of the 24-bus IEEE RTS, as described in [185]. The

proposed UC model in Section 5.3 is tested for different wind penetration levels and for wind fore-

cast profiles that are positively and negatively correlated with the load. Figure 5.3 illustrates these

wind profiles normalized based on the nameplate capacity. The wind penetration level is defined

as the percentage of energy produced by wind power generation system-wide. The loss of oppor-

tunity cost is compensated for controllable generators that provide reserve, as explained in [205].

Similarly, wind spillage and wind deration are compensated based on the marginal cost of energy in

the unconstrained dispatch. Load shedding is monetized through the Value of Loss Load (V oLL),

which is set at $5000/MWh. To compare the proposed UC formulation with other methodolo-

gies, this case study considers three cases. In Case I, wind power generation is not derated, and

it, therefore, does not provide reserve. In this case, constraints (5.8) and (5.12) are enforced with

αt,s = 0. Case II implements conditions reported in [206] (i.e., wind deration is enabled, but is

not considered when setting the reserve requirements). Therefore, constraints (5.8) are enforced

with 0 ≤ αt,s ≤ 1, but constraints (5.12) are enforced with αt,s = 0. In Case III, wind deration

Figure 5.3: Normalized central wind power forecast profiles with positive and negative correlations
with load.
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is enabled and taken into account in the reserve requirements (i.e., constraints (5.8) and (5.12) are

enforced with 0 ≤ αt,s ≤ 1). Cases I and II are enforced with no limits on the amount of wind that

could be derated (i.e., constraint (5.13) is unbounded).

5.4.2 Day-Ahead Cost

Tables 5.1 and 5.2 show the DAC (which is calculated using the objective function (5.1)) for different

reserve policies and wind penetration (WP) levels. If the wind penetration is under 10%, all three

cases for both wind profiles result in the same schedule and day-ahead operating cost. As the

wind penetration increases, the proposed formulation (Case III) results in a cheaper schedule when

compared to the operating costs obtained with Cases I and II. Case III enables wind deration at the

20% wind penetration level, while Cases I and II apply wind deration at the 30% wind penetration

level. Therefore, the methodology proposed in this dissertation produces a cheaper solution than

that obtained with the method proposed in [206]. Regardless of the reserve policy chosen, the day-

ahead cost in Cases I and II achieves a minimum for a 40% wind penetration level. Further wind

integration increases operating costs. On the other hand, the cost of Case III strictly decreases as

the wind penetration increases. Thus, the proposed approach would allow for larger penetrations

of wind power generation than traditional approaches and approaches that do not account for wind

deration in the reserve requirements [206].

5.4.3 Wind Utilization

This subsection discusses the utilization of available wind power generation and its allocation be-

tween energy production, reserve provision, and wind spillage. Figures 5.4 and 5.5 illustrate the

wind utilization in the different schedules obtained for both wind profiles. The amount of wind

deration increases as the wind penetration grows. A higher wind penetration also results in wind

spillage, which is due to the constraints on the transmission lines connected to the wind generation
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Table 5.1: Day-Ahead Cost (DAC) for the “3.5σ”-rule ( in 103, $)

WP, %
Positive correlation Negative correlation

Case I Case II Case III Case I Case II Case III

0% 1032.0 1032.0 1032.0 1032.0 1032.0 1032.0
10% 816.2 816.2 816.2 894.5 894.5 894.5
20% 639.3 639.3 639.3 791.4 791.4 790.9
30% 502.2 502.0 502.0 743.8 730.5 729.3
40% 471.7 456.8 445.7 710.4 698.4 689.7
50% 493.9 471.1 428.8 718.9 663.4 638.5

Table 5.2: Day-Ahead Cost (DAC) for the “(3 + 5) %”-rule ( in 103, $)

WP, %
Positive correlation Negative correlation

Case I Case II Case III Case I Case II Case III

0% 1057.1 1057.1 1057.1 1057.1 1057.1 1057.1
10% 830.7 830.7 830.7 917.9 917.9 917.9
20% 653.8 653.8 653.8 811.5 811.5 811.4
30% 516.1 513.2 511.6 755.4 714.0 669.5
40% 469.2 451.8 448.1 748.3 702.3 655.1
50% 488.1 462.1 426.6 719.9 699.3 648.4

location. For the negative correlation between load and wind, wind spillage occurs even for rela-

tively low wind penetration. This spillage is driven not only by transmission constraints, but also

by the minimum down time constraints of the generators. Thereby the SO curtails wind to avoid

shutting down the base load generators U350 and U400. Figures 5.6 and 5.7 show the itemized

contributions to the reserve requirements for both wind profiles. The reserve requirements decrease

when wind deration is applied. This typically happens during peak wind production periods (i.e.,

during daytime hours for correlated profiles and during nighttime hours for negatively correlated

profiles). Figures5.6 and 5.7 also illustrate that wind deration leads to 100% reserve procurement

from wind power generation during some operating hours if the wind penetration is high.
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Figure 5.4: Wind usage for the positively correlated wind and load profiles with the “(3 + 5) %” re-
serve policy. The dark gray area denotes wind spillage, the light grey area represents wind deration,
and the white area stands for the energy produced by WG.

Figure 5.5: Wind usage for the negatively correlated wind and load profiles with the “(3 + 5) %” re-
serve policy. The dark gray area denotes wind spillage, the light grey area represents wind deration,
and the white area stands for the energy produced by WG.
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Figure 5.6: Fulfillment of the reserve requirements for the positively correlated wind and load pro-
files under the “(3 + 5) %” reserve policy. The light grey area is the portion provided by conven-
tional generators. The dark grey area is the portion provided by wind. The white area represents the
reduction in the reserve requirement achieved with the proposed methodology.

Figure 5.7: Fulfillment of the reserve requirements for the negatively correlated wind and load
profiles under the “(3 + 5) %” reserve policy. The light grey area is the portion provided by con-
ventional generators. The dark grey area is the portion provided by wind. The white area represents
the reduction in the reserve requirement achieved with the proposed methodology.
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5.4.4 Validation using Monte Carlo simulations

Since the actual wind energy production differs from its forecast, the day-ahead schedules must be

compared using MC simulations that reflect the uncertainty on WG. For each trial of these MC sim-

ulations, the day-ahead schedules are dispatched in pseudo-real time to follow randomly generated

wind and load profiles.

Additional commitments are allowed at this stage if the day-ahead constraints (3.2)–(3.6) are not

violated. Tables 5.3 and 5.4 show the numerical results for the expected operating cost calculated

using these MC simulations. Figure 5.8 illustrates these results. These operating costs includes

the day-ahead and real-time start-up cost, the running cost, the cost of lost opportunity, the penalty

cost of wind spillage, and the social cost of load shedding. As wind penetration grows, Case I

consistently produces the most expensive solution. Case III results in the least expensive solution for

both reserve procurement rules and wind power generation profiles. The difference in the expected

costs of Case II and III is driven by the reduction in the reserve requirements due to decreased wind

uncertainty, as shown in equation (5.15).

Table 5.3: Expected operating cost for the “3.5σ”-rule ( in 103, $)

WP, %
Positive correlation Negative correlation

Case I Case II Case III Case I Case II Case III

0% 1041.3 1041.3 1041.3 1041.3 1041.3 1041.3
10% 829.2 829.0 829.0 917.2 917.2 917.2
20% 671.0 664.3 660.3 830.9 825.6 815.8
30% 524.2 516.0 508.7 761.7 751.1 744.1
40% 483.6 477.3 450.1 724.2 706.3 693.4
50% 501.0 473.9 436.2 723.7 682.5 641.3
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Table 5.4: Expected operating cost for the “(3 + 5) %”-rule ( in 103, $)

WP, %
Positive correlation Negative correlation

Case I Case II Case III Case I Case II Case III

0% 1059.3 1059.3 1059.3 1059.3 1059.3 1059.3
10% 844.2 844.2 844.2 936.0 936.0 936.0
20% 684.8 671.4 671.4 840.1 831.6 827.4
30% 529.1 527.9 526.8 767.4 733.4 704.6
40% 478.9 464.7 456.0 759.1 709.4 661.6
50% 499.1 477.8 439.4 764.3 734.6 654.3

Figure 5.8: Expected Cost (EC) of the MC simulations for the (a) positively correlated wind profile
and “3.5σ”-rule, (b) positively correlated wind profile and “(3 + 5) %”-rule, (c) negatively corre-
lated wind profile and “3.5σ”-rule, and (d) negatively correlated wind profile and “(3 + 5) %”-rule.

5.5 Conclusion

This Chapter proposes a day-ahead DUC that schedules wind generation to participate in both en-

ergy and reserve procurement. The performance of this model has been tested on the 24-bus IEEE

RTS using MC simulations for different wind penetration levels and different correlations of wind
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energy production and load. According to these simulations, the main conclusions are as follows:

1. The proposed DUC model achieves lower operating costs by derating wind power generation

to reduce the uncertainty on wind power generation simultaneously and, thus, the reserve

requirements. Conventional generators are, therefore, dispatched more efficiently because

their contribution to the reserve requirements is reduced.

2. Cost savings achieved using the proposed method increases with wind penetration, even

though wind power generation receives its full lost opportunity cost for reducing its pro-

duction. For high wind penetration levels, the proposed method avoids intra-day cycling of

inflexible generators.

3. The wind deration also reduces wind spillage due to transmission constraints and, thus, in-

creases the capacity factor of wind power generation. Therefore, the proposed method facili-

tates further integration of wind power generation in existing power systems in a cost-efficient,

reliable, and sustainable manner.
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Part III

LONG-TERM PLANNING IN SUSTAINABLE POWER SYSTEMS
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Chapter 6

PROFIT-CONSTRAINED ENERGY STORAGE SITING AND SIZING

6.1 Motivation

Energy storage is a pivotal technology for dealing with the challenges caused by the integration of

renewable energy sources. It is expected that decreases in the capital costs of storage will eventually

spur the deployment of large amounts of ES. These devices will provide transmission services, such

as spatiotemporal energy arbitrage, i.e., storing surplus energy from intermittent renewable sources

for later use by loads while reducing the congestion in the transmission network. Hence, the ability

of ES to provide spatiotemporal arbitrage is subject to its location in the network and the available

power and energy capacities. Therefore, it is important for optimal ES operations to optimize both

its location and its size. This joint optimization is necessary because, unlike pumped-hydro plants

that can only be installed in a limited number of locations, electrochemical ES can be distributed

more widely in the transmission network [48, 54, 57].

The complexity of joint siting and sizing of ES arises from the need to balance long- and short-

term costs and benefits [48], as well as from the difficulties associated with taking transmission

constraints into account [59]. In [60], the value of ES siting and sizing is itemized for different

storage technologies and grid services. Based on their numerical studies, the authors of [60] con-

clude that ignoring the levelizing of short- and long-term benefits of ES and transmission constraints

leads to an inaccurate assessment of the value of ES. To overcome this complexity, Dvijotham et

al. [219] and Pandžić et al. [48] use sampling-based approaches that site and size ES to provide

spatiotemporal energy arbitrage for each day of the year separately. To aggregate daily decisions

in the preferable ES locations and sizes, Dvijotham et al. [219] analyze the daily frequency of the
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siting and sizing using a heuristic greedy algorithm. Similarly, Pandžić et al. [48] select the pre-

ferred locations of ES based on their daily frequency over the course of the year and compute the

optimal size of ES at every bus as the average of the daily sizing decisions. Makarov et al. [50]

limit the application of ES to providing balancing services and aggregate the Western Electricity

Coordinating Council system to a one-bus model. In [50], the ES ratings for various time scales

are computed by performing a Discrete Fourier Transform on the balancing power profile. Unlike

in [219, 48, 60], the approach in [50] does not consider economic factors and, thus, calculates the

maximum physical limit of ES deployment that could be theoretically installed.

The common thread of [48, 50, 56, 60, 219] is that ES is installed solely to minimize system-

wide operating costs. However, in practice, ES is likely to be owned by independent entities that

aim to maximize their profits [177]. ES devices are, therefore, likely to be scheduled differently

from those in [48, 50, 60, 219], thus affecting the cost savings that the SO might achieve from their

deployment. Wogrin et al. [59] and Castillo et al. [172] co-optimize system-wide operating costs

and the operating costs of ES. As shown in [172], minimizing system-wide operating costs in a

convex economic dispatch formulation also yields the maximum profit for ES owners in a perfectly

competitive market. However, binary commitment decisions on conventional generators and their

minimum up and down time constraints are neglected in [172]. This approach may, therefore, yield

inaccurate ES siting and sizing decisions. Finally, the models in [172, 59] do not guarantee that the

maximized ES profit will be sufficient to recover fully the investments made by ES owners.

6.2 Contributions

This dissertation proposes a computationally tractable bilevel program (BP) to optimize ES siting

and sizing decisions in a meshed transmission network considering the perspective of both the SO

and ES owners. The main contributions are as follows:

1. As in [48, 59, 60, 172, 219], the proposed BP jointly sites and sizes ES used for spatiotemporal
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energy arbitrage to minimize system-wide operating costs and ES investment costs. Unlike

in [48, 59, 60, 172, 219], the proposed BP explicitly accounts for the ES profit collected from

the electricity market. Finally, unlike in [59, 172], it also accommodates for the binary nature

of commitment decisions on conventional generators.

2. Additionally, the bilevel structure of the model makes it possible to compute endogenously

locational marginal prices (LMPs), which can be used to relate explicitly the investment costs

of ES and their expected profit, as well as to study the ability of ES to influence LMPs.

Thus, the proposed BP accounts for the mutual dependency between investment decisions

on ES and LMPs. The relationship between the investment costs and expected profit is then

enforced by a minimum expected profit constraint, ensuring that ES profits are sufficient to

recover investment costs.

3. The resulting profit-constrained BP gives rise to a nonlinear problem since the ES profit is

formulated as a nonlinear expression. This work presents a duality-based approach to trans-

forming the proposed BP into a nonlinear equivalent and a novel linearization scheme that

makes it possible to reformulate it as an equivalent MILP problem.

4. The proposed approach is applied to a model of the ISO-NE system [220] with off-the-shelf

software. The case study analyzes the impact of the profit constraint on the ES siting and

sizing decisions, the SO operating costs and savings, and the ES profits. The sensitivity

of these decisions is analyzed for different investment budgets, operating strategies, and ES

capital cost scenarios. The numerical results obtained in this case study demonstrate the

usefulness of this approach for regulators and SOs in assessing the economic viability of ES

deployment by balancing the SO cost savings and ES owner profits.
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6.3 Formulation

All of the notation used in this section is defined in Appendix A. The proposed BP consists of

an upper-level (UL) and a lower-level (LL) problem, as shown in Figure 6.1. The UL problem

minimizes expected system-wide operating costs over all representative days and the investment

costs of the profit-constrained ES siting and sizing decisions. A separate LL problem is formulated

for each representative day to compute the least-cost system-wide operating costs subject to the

operational constraints and conditions for that day. As explained in [221], this BP can be solved

using a duality-based solution technique that requires the convexity of the LL problems. Therefore,

as in [164, 222, 223], the constraints on the binary decisions (e.g., the on/off statuses of conventional

generators) are enforced in the UL problem and the corresponding binary decisions parametrize the

LL problems.

Figure 6.1 shows that the ES ratings (pmax
s and eSoCmax

s ) and binary decisions on the generators

(xe,t,i and ye,t,i) resulting from the UL problem that affect the decisions made in the LL problems.

Similarly, the dispatch decisions (ge,t,i and ce,t,s) and the ES charging/discharging decisions, (che,t,s

and dise,t,s), resulting from the LL problems, affect the decisions made in the UL problem. The LL

problems yield LMPs (λe,t,s), which, in turn, are used in the UL problem to compute the profit

collected by the ES owners.

6.3.1 Upper-Level Problem

The UL objective function is:

min
ΞUL

∑
e∈E

(
ωe ·OCPLL

e

)
+ IC, (6.1)

whereOCPLL
e is the system-wide operating cost as defined in (6.10), and the set of UL decision vari-

ables is defined as ΞUL = {IC, pmax
s , SoCmax

s , xe,t,i, ye,t,i, ze,t,i}. The first term in equation (6.1)

represents the operating cost over all representative days, OCPLL
e , calculated using the weighing
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Lower-level problems
(6.10)–(6.20)

(Operational decisions for
representative days)

Upper-level problem (6.1)–(6.9)
(ES siting and sizing decisions)

ch, dis, g, ws, λx, y, pmax, eSoCmax

Figure 6.1: An illustration of the proposed bilevel program and the interfaces between the upper-
and lower-level problems. For the sake of clarity, the indices of the decision variables have been
omitted.

factor ωe of each representative day, e. The second term in equation (6.1) represents the investment

cost resulting from ES siting and sizing decisions. The UL constraints are as follows:

6.3.1.1 Investment constraints

To balance modeling accuracy and computational complexity, the investment model is assumed to

be static, i.e., all investment decisions are optimized for operations during a given target year in

the future [224]. Thus, the investment cost is computed as in [48] using the ES ratings (pmax
s and

eSoCmax
s ) and daily prorated per MWh and MW capital costs (ceSoC and cp):

IC =
∑
s∈ΩS

(
ceSoC · eSoCmax

s + cp · pmax
s

)
, (6.2)

IC ≤ ICmax, (6.3)

where parameters ceSoC and cp are calculated based on the net present value approach assuming

no depreciation of the installed ES. Note that depreciation can be factored in parameters ceSoC and

cp (as explained in [225]) if decision-makers have a reasonable estimate of the residual worth of
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installed ES. In addition, constraint (6.3) imposes a budget limit on the total investment cost.

6.3.1.2 Profit constraint

ES owners pay or get paid the LMP (λe,t,s) when they charge or discharge their units. Therefore,

the expected profit of an ES owner over the representative days is related to the investment cost by

the following constraint:

∑
e∈ΩE

ωe ·
∑
s∈ΩS

∑
t∈ΩT

λe,t,s ·
(
dise,t,s · ℵdis − che,t,s/ℵch) ≥ χ · IC. (6.4)

In (6.4), parameter χ can be viewed as a rate of return that the ES owner anticipates to receive

from investment, IC [226]. This parameter can be set by investors according to their profitability

preferences. If χ ≥ 1, the expected profit in the left-hand side of (6.4) is sufficient for the investor

to fully recover investment costs, including energy losses due to ℵdis/ch < 1. Therefore, (6.4)

precludes siting and sizing decisions that would result in insufficient profit opportunities1, which is

a significant improvement over the techniques described in [48, 59, 172, 60, 219].

Mathematically, λe,t,s in (6.4) is a LL dual variable associated with constraint (6.19); therefore,

the left-hand side of (6.4) contains two nonlinear products of LL dual and primal decision variables

(λe,t,s · dise,t,s and λe,t,s · che,t,s). Section 6.4.4.1 presents a novel linearization scheme, which

reformulates (6.4) as an equivalent linear constraint.

1Since constraint (6.4) computes the expected profit over all representative days, it does not guarantee nonnegative
profits at every representative day individually. However, such guarantees could be enforced if constraint (6.4) were
modified as follows:

∑
s∈ΩS

∑
t∈ΩT λe,t,s ·

(
dise,t,s · ℵdis − che,t,s/ℵch) ≥ 0,∀e ∈ ΩE .
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6.3.1.3 Binary constraints on generators

These constraints are enforced as follows (∀e ∈ ΩE , i ∈ ΩI ):

ye,t,i − ze,t,i = xe,t,i − xe,t−1,i, ∀t ∈ ΩT , (6.5)

ye,t,i + ze,t,i ≤ 1, ∀t ∈ ΩT , (6.6)

xe,t,i = X0
e,i, ∀t ≤ Le,i + Le,i, (6.7)

t∑
k=t−UTi+1

ye,k,i ≤ xe,t,i, ∀t ∈
[
Le,i, nT

]
, (6.8)

t∑
k=t−DTi+1

ze,k,i ≤ 1− xe,t,i, ∀t ∈
[
Le,i, nT

]
. (6.9)

Constraints (6.5)–(6.6) implement the binary logic for on/off status, start-up, and shutdown deci-

sions. Constraint (6.7) accounts for the on/off status at the beginning of each day. Constraints

(6.8)–(6.9) enforce the minimum up and down times.

6.3.2 Primal Lower-Level Problem

The objective function of the primal LL (PLL) problem for each representative day e is:

min
ΞPLL

OCPLL
e =

∑
t∈ΩT

∑
i∈ΩI

Ki · ge,t,i +
∑
t∈ΩT

∑
s∈ΩS

V oWS · ce,t,s +
∑
t∈ΩT

∑
i∈ΩI

(TSUCi · ye,t,i +Ai · xe,t,i) ,

(6.10)

where ΞPLL =
{
che,t,s, dise,t,s, eSoCe,t,s, fe,t,l, ge,t,i, ce,t,s, θe,t,s

}
are the PLL decision variables.

The first two terms in equation (6.10) account for the incremental cost of generation and the cost

of wind spillage. The last term represents the start-up and no-load cost associated with the binary

decisions ye,t,i and xe,t,i, which are optimized in the UL problem. The PLL constraints are defined

as follows (dual variables for each constraint are given in parentheses after a colon):
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6.3.2.1 Dispatch constraints

The power output of generators is limited by their minimum and maximum limits (6.11) and inter-

hour ramp rates (6.12) (∀t ∈ ΩT , i ∈ ΩI ):

Gi · xe,t,i ≤ ge,t,i ≤ Gi · xe,t,i : (αe,t,i, αe,t,i), (6.11)

−RDi ≤ ge,t,i − ge,t−1,i ≤ RUi : (βRD
e,t,i, β

RU
e,t,i). (6.12)

6.3.2.2 DC network constraints

Since the proposed BP concerns storage siting and sizing in transmission networks, a meshed topol-

ogy is assumed. The power flow of each transmission line is calculated in equation (6.13) and the

power flow limits are enforced in equation (6.14) (∀t ∈ ΩT , l ∈ ΩL):

fe,t,l =
θe,t,o(l) − θe,t,r(l)

xl
: (ξe,t,l), (6.13)

−F l ≤ fe,t,l ≤ F l : (δe,t,l, δe,t,l). (6.14)

6.3.2.3 ES constraints

Constraint (6.15) computes the ES state-of-charge and constraints (6.16)–(6.18) enforce the maxi-

mum ES power and energy limits (∀t ∈ ΩT , s ∈ ΩS) (∀t ∈ ΩT , s ∈ ΩS):

eSoCe,t,s = eSoCe,t−1,s + che,t,s ·∆τ − dise,t,s ·∆τ : (εe,t,s), (6.15)

0 ≤ che,t,s ≤ pmax
s : (ϕch

e,t,s
, ϕch

e,t,s), (6.16)

0 ≤ dise,t,s ≤ pmax
s : (ϕdis

e,t,s
, ϕdis

e,t,s), (6.17)

0 ≤ eSoCe,t,s ≤ eSoCmax
s : (ϕeSoC

e,t,s
, ϕeSoC

e,t,s ). (6.18)
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In equations (6.16)–(6.18), decisions on ES ratings pmax
s and eSoCmax

s are optimized in the UL

problem. As in [48], the lower bound in equation (6.18) assumes that ES is placed with zero energy

charged on the top of its minimum state-of-charge requirement.

6.3.2.4 Nodal power balance

At each bus, the power balance includes the injections from conventional and wind generation, ES,

and adjacent transmission lines (∀t ∈ ΩT , s ∈ ΩS):

∑
i∈Is

ge,t,i −
∑

l|o(l)=s

fe,t,l +
∑

l|r(l)=s

fe,t,l + (We,t,s − ce,t,s)

−che,t,s/ℵch + dise,t,s · ℵdis = de,t,s : (λe,t,s), (6.19)

where the wind spillage is constrained by:

0 ≤ ce,t,s ≤We,t,s : (γe,t,s). (6.20)

6.4 Solution Method

The BP (6.1)–(6.20) can be recast as a single-level equivalent using a duality-based technique that

involves two steps [221, 227, 228, 229]. First, the primal-dual transformation is applied to the PLL

problems because of the convexity of the LL problems (Section 6.4.1). Second, the PLL and the dual

LL (DLL) objective functions are equated to enforce the strong duality theorem (Section 6.4.2). The

UL and LL decisions are, thus, simultaneously optimized via the exchange of their decision vari-

ables as depicted in Figure 6.1. The nonlinear single-level equivalent of the BP is presented in

Section 6.4.3. This nonlinear equivalent is then converted into the single-level MILP problem de-

scribed in Section 6.4.5 using the linearization process shown in Section 6.4.4. Finally, Section 6.4.6

summarizes the computational complexity of the single-level MILP problem.
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6.4.1 Dual Lower-Level Problem

Given the dual variables shown after a colon in (6.11)–(6.20), the DLL problem for each represen-

tative day e is written as follows:

6.4.1.1 Dual Lower-Level Objective Function

max
ΞDLL

OCDLL
e :=

∑
t∈ΩT

∑
s∈ΩS

[
γe,t,s ·We,t,s + eSoCmax

s · ϕeSoC
e,t,s + pmax

s ·
(
ϕch
e,t,s + ϕdis

e,t,s

)
(6.21)

+λe,t,s · (de,t,s −We,t,s)
]

+
∑
t∈ΩT

∑
i∈ΩI

[
xe,t,i ·

(
αe,t,i ·Gi + αe,t,i ·Gi

) ]
+
(
βRU
e,t,i ·RUi − βRD

e,t,i ·RDi

)
+
∑
i∈ΩI

(
βRU
e,1,i + βRD

e,1,i

)
·G0

e,i

+
∑
t∈ΩT

∑
l∈ΩL

(
δe,t,l − δe,t,l

)
· F l,

where ΞDLL =
{
αe,t,i, β

RU
e,t,i, δe,t,l, γe,t,s, ϕ

eSoC
e,t,s , ϕ

ch
e,t,s, ϕ

dis
e,t,s ≤ 0;αe,t,i, β

RD
e,t,i, δe,t,l, ϕ

eSoC
e,t,s

, ϕch
e,t,s

, ϕdis
e,t,s
≥

0;λe,t,s, ξe,t,l, εe,t,s
}

are the DLL decision variables.
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6.4.1.2 Dual Lower-Level Constraints

δe,t,l + δe,t,l + ξe,t,l − λe,t,o(l) + λe,t,r(l) = 0, ∀t ∈ ΩT , l ∈ ΩL, (6.22)

γe,t,s − λe,t,s ≤ V oWS, ∀t ∈ ΩT , s ∈ ΩS , (6.23)

αe,t,i + αe,t,i + βRU
e,t,i − βRU

e,t+1,i + βRD
e,t,i − βRD

e,t+1,i

+λe,t,b(i) = Ki, ∀t = 1 . . . nT − 1, i ∈ ΩI , (6.24)

αe,nT ,i + αe,nT ,i
+ βRU

e,nT ,i
+ βRD

e,nT ,i
+ λe,nT ,s(i) = Ki, ∀i ∈ ΩI ,

ϕch
e,t,s + ϕch

e,t,s
− εe,t,s ·∆τ − λe,t,s/ℵch = 0, ∀t ∈ ΩT , s ∈ ΩS , (6.25)

ϕdis
e,t,s + ϕdis

e,t,s
+ εe,t,s ·∆τ + λe,t,s · ℵdis = 0, ∀t ∈ ΩT , s ∈ ΩS , (6.26)

ϕeSoC
e,t,s + ϕeSoC

e,t,s
+ εe,t,s − εe,t+1,s = 0, ∀t = 1 . . . nT − 1, s ∈ ΩS , (6.27)

ϕeSoC
e,nT ,s

+ ϕeSoC
e,nT ,s

+ εe,nT ,s = 0, ∀s ∈ ΩS , (6.28)

−
∑

l|o(l)=s

ξe,t,l
xl

+
∑

l|r(l)=s

ξe,t,l
xl

= 0, ∀s ∈ ΩS , t ∈ ΩT . (6.29)

6.4.2 Strong Duality Condition

For each LL problem and, thus, each representative day, e, the strong duality condition is enforced

as follows:

OCPLL
e = OCDLL

e +
∑
t∈ΩT

∑
i∈ΩI

(TSUCi · ye,t,i +Ai · xe,t,i) . (6.30)

Note that the last term in the right-hand side of (6.30) offsets the start-up and no-load costs optimized

in the UL problem.

6.4.3 Nonlinear Single-Level Equivalent

As explained in [221], each LL problem can be replaced by its primal feasibility constraints (6.11)–

(6.20), its dual feasibility constraints (6.22)–(6.29), and the strong duality condition (6.30). There-

fore, the BP (6.1)–(6.20) can be recast as a single-level equivalent given by (6.1)–(6.9) and
{

(6.11)–



120

(6.20), (6.22)–(6.30), ∀e ∈ ΩE
}

. This equivalent is nonlinear because of the following nonlineari-

ties that appear in the problem:

• (i) products of continuous DLL (λe,t,s) and continuous PLL (dise,t,s, che,t,s) decision vari-

ables in the ES profit constraint (6.4),

• (ii) products of continuous UL (eSoCmax
s , pmax

s ) and continuous DLL (ϕeSoC
e,t,s , ϕ

ch
e,t,s, ϕ

dis
e,t,s)

decision variables in equation (6.30),

• (iii) products of binary UL (xe,t,i) and continuous DLL (αe,t,i, αe,t,i) decision variables in

equation (6.30).

These three nonlinearities are converted into equivalent mixed-integer linear expressions as ex-

plained in Section 6.4.4.

6.4.4 Linearization of the Nonlinear Single-Level Equivalent

6.4.4.1 Linearization of the ES profit constraint

The ES profit in equation (6.4) can be equivalently expressed in terms of other dual variables to lin-

earize it using the complementary slackness conditions of each LL problem. First, using equations

(6.25) and (6.26), the ES profit in equation (6.4) for each representative day, e, results in:

∑
t∈ΩT

∑
s∈ΩS

λe,t,s ·
(
dise,t,s · ℵdis − che,t,s/ℵch) =

∑
t∈ΩT

∑
s∈ΩS

[
εe,t,s ·∆τ · (che,t,s − dise,t,s)−

dise,t,s ·
(
ϕdis
e,t,s

+ ϕdis
e,t,s

)
− che,t,s ·

(
ϕch
e,t,s

+ ϕch
e,t,s

)]
. (6.31)
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Expressing ∆τ · (che,t,s− dise,t,s) in terms of eSoCe,t,s from (6.15), the first term in the right-hand

side of (6.31) (hereinafter denoted as Ke), can be expressed as:

Ke =
∑
t∈ΩT

∑
s∈ΩS

εe,t,s · (eSoCe,t,s − eSoCe,t−1,s). (6.32)

The terms in the right-hand side of (6.32) can be rearranged as:

Ke =

nT−1∑
t=1

∑
s∈ΩS

eSoCe,t,s ·
(
εe,t,s − εe,t+1,s

)
+
∑
s∈S

eSoCe,nT ,s · εe,nT ,s. (6.33)

Equation (6.33) can be equivalently expressed in terms of ϕeSoC
e,t,s and ϕeSoC

e,t,s
from (6.27) and (6.28)

as:

Ke =
∑
t∈ΩT

∑
s∈ΩS

eSoCe,t,s ·
(
− ϕeSoC

e,t,s
− ϕeSoC

e,t,s

)
. (6.34)

The first term in the right-hand side of (6.31) can be replaced with (6.34), thus equivalently refor-

mulating (6.31) as follows:

∑
t∈ΩT

∑
s∈ΩS

λe,t,s · (dise,t,s · ℵdis − che,t,s/ℵch) = −
∑
t∈ΩT

∑
s∈ΩS

[
eSoCe,t,s · (ϕeSoC

e,t,s
+ ϕeSoC

e,t,s )+

dise,t,s · (ϕdis
e,t,s

+ ϕdis
e,t,s) + che,t,s · (ϕch

e,t,s
+ ϕch

e,t,s)
]
. (6.35)



122

The following equalities can be derived using the complementary slackness conditions associated

with constraints (6.16)–(6.18), ∀t ∈ ΩT , s ∈ ΩS :

dise,t,s · ϕdis
e,t,s = pmax

s · ϕdis
e,t,s, (6.36)

che,t,s · ϕch
e,t,s = pmax

b · ϕch
e,t,s, (6.37)

eSoCe,t,s · ϕeSoC
e,t,s = eSoCmax

s · ϕeSoC
e,t,s , (6.38)

che,t,s · ϕch
e,t,s

= dise,t,s · ϕdis
e,t,s

= eSoCe,t,s · ϕeSoC
e,t,s

= 0. (6.39)

After using the equalities (6.36)–(6.39) for the nonlinear terms in (6.35), the ES profits are equiva-

lently rewritten as a nonlinear function depending on the ES power and energy ratings:

∑
t∈ΩT

∑
s∈ΩS

λe,t,s ·
(
dise,t,s · ℵdis − che,t,s/ℵch) = −

∑
t∈ΩT

∑
s∈ΩS

[
eSoCmax

s · ϕeSoC
e,t,s +

pmax
s ·

(
ϕch
e,t,s + ϕdis

e,t,s

) ]
. (6.40)

To equivalently reformulate (6.40) as a linear expression, ES ratings are modeled as:

eSoCmax
s =

∑
q∈Q

∆eSOC · us,q, ∀s ∈ ΩS , (6.41)

pmax
s = eSoCmax

s · ρ−1 =
∑
q∈Q

∆eSOC · ρ−1 · us,q, ∀s ∈ ΩS , (6.42)

∑
q∈Q

us,q ≤ umax
s ,∀s ∈ ΩS . (6.43)

In equations (6.41) and (6.42), it is assumed that at every bus, ES is assembled from standard blocks

that have fixed energy (∆eSOC) and power (∆eSOC ·ρ−1) ratings. For instance, the ratio between

these energy and power ratings is assumed constant [48] and the coefficient, ρ, depends on the

storage technology [59]. Constraint (6.43) limits the number of blocks that can be installed at each
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bus. Using (6.41) and (6.42), the ES profits (6.40) can be equivalently reformulated as:

∑
t∈ΩT

∑
s∈ΩS

λe,t,s ·
(
dise,t,s · ℵdis − che,t,s/ℵch

)
=

−
∑
t∈ΩT

∑
s∈ΩS

∑
q∈ΩQ

∆eSoC · us,q ·
(
ϕeSoC
e,t,s + ρ−1 ·

(
ϕch
e,t,s + ϕdis

e,t,s

))
. (6.44)

Expression (6.44) still contains three products of binary and continuous variables that are linearized

using the ‘big M’ method [230]. This linearization comes at the expense of auxiliary continuous

variables (a1
e,t,s,q and a2,ch/dis

e,t,s,q ) and constraints (6.46)–(6.51). Constraint (6.4) is replaced with the

following equivalent:

−
∑
e∈ΩE

ωe
∑
t∈ΩT

∑
s∈ΩS

∑
q∈ΩQ

(
a1
e,t,s,q + a2,ch

e,t,s,q + a2,dis
e,t,s,q

)
≥ χ · IC, (6.45)

and the linear constraints (∀e ∈ ΩE , t ∈ ΩT , s ∈ ΩS , q ∈ ΩQ):

−M · (1− us,q) ≤ ϕeSoC
e,t,s ·∆eSoC − a1

e,t,s,q ≤ 0, (6.46)

−M · (1− us,q) ≤ ϕch
e,t,s · ρ−1 ·∆eSoC − a2,ch

e,t,s,q ≤ 0, (6.47)

−M · (1− us,q) ≤ ϕdis
e,t,s · ρ−1 ·∆eSoC − a2,dis

e,t,s,q ≤ 0, (6.48)

−M · us,q ≤ a1
e,t,s,q ≤ 0, (6.49)

−M · us,q ≤ a2,ch
e,t,s,q ≤ 0, (6.50)

−M · us,q ≤ a2,dis
e,t,s,q ≤ 0. (6.51)

Since the linearization process presented in this subsection is based on algebraic manipulations,

complementary slackness conditions, and the ‘big M’ method, the left-hand side in (6.45) is an exact

equivalent of the left-hand side in (6.4). Therefore, this linearization does not affect the accuracy of
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the solution.

6.4.4.2 Linearization of the strong duality equality

As shown in (6.21), the term OCDLL
e in (6.30) contains several nonlinear terms. The second and

third terms in (6.21) are identical to the right-hand side of (6.40) and, thus, the same linearization

technique can be applied. The fifth term in (6.21) involving the products xe,t,i · αe,t,i · Gi and

xe,t,i ·αe,t,i ·Gi can also be linearized using the ‘big M’ method [230]. Therefore, constraint (6.30)

is replaced for each representative day, e, with:

OCPLL
e =

∑
t∈ΩT

∑
s∈ΩS

[
γe,t,s ·We,t,s + λe,t,s · (de,t,s −We,t,s) +

∑
q∈Q

(
a1
e,t,s,q + a2,ch

e,t,s,q + a2,dis
e,t,s,q

) ]
+
∑
t∈ΩT

∑
i∈ΩI

[
he,t,i + he,t,i + βRU

e,t,i ·RUi − βRD
e,t,i ·RDi + TSUCi · ye,t,i +Ai · xe,t,i

]
+
∑
i∈ΩI

(
βRU
e,1,i + βRD

e,1,i

)
·G0

e,i +
∑
t∈ΩT

∑
l∈ΩL

(
δe,t,l − δe,t,l

)
· F l, (6.52)

−M · (1− xe,t,i) ≤ αe,t,i ·Gi − he,t,i ≤ 0,∀t ∈ ΩT , i ∈ ΩI , (6.53)

0 ≤ αe,t,i ·Gi − he,t,i ≤M · (1− xe,t,i) , ∀t ∈ ΩT , i ∈ ΩI , (6.54)

−M · xe,t,i ≤ he,t,i ≤ 0,∀t ∈ ΩT , i ∈ ΩI , (6.55)

0 ≤ he,t,i ≤M · xe,t,i, ∀t ∈ ΩT , i ∈ ΩI . (6.56)

The proposed linearization scheme relies on the ‘big M’ method and, thus, requires setting bounds

on the LL dual variables, which are known as the ‘big M’ values. The computational performance

of the BP can be affected by the selections of the ‘big M’ values, especially when implemented for

large-scale systems. This drawback could be overcome either by appropriately selecting the big-M

values or by avoiding the use of the ‘big M’ method [231], [232].
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6.4.5 MILP Formulation

Using the linearized expressions from Section 6.4.4, the single-level MILP formulation is given as

follows:

Equation (6.1), (6.57)

subject to:

Equation (6.2)− (6.3), (6.5)− (6.9), (6.11)− (6.20), (6.22)− (6.29), (6.58)

Equation (6.41)− (6.43), (6.45)− (6.56). (6.59)

In equations (6.57)–(6.59), λe,t,s is modeled as a free variable, which can take arbitrarily high and

low values. In practice, individual market participants use their market power to influence LMPs

and, hence, maximize their own profit. Therefore, SOs have adopted a set of market power miti-

gation policies that aim to keep LMPs at a reasonable level to ensure competitive market outcomes

[233]. Based on the discussions in [234, 235], the ability of ES to influence LMPs can be limited

using (∀e ∈ ΩE , t ∈ ΩT , s ∈ ΩS):

(1−∆λ) · λ̄e,t,s ≤ λe,t,s ≤ (1 + ∆λ) · λ̄e,t,s, (6.60)

where ∆λ is a non-negative parameter regulating the range of deviations of the free variable λe,t,s

from the reference values λ̄e,t,s, which are taken as the LMPs in the case without ES. Given con-

straint (6.60), parameter ∆λ can be interpreted as the maximum deviation of the LMPs from the

reference value that ES can achieve by exercising market power. The case study presented in Sec-

tion 6.5 analyzes the sensitivity of the proposed approach to the value of parameter ∆λ.
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6.4.6 Computational Complexity

The single-level equivalent presented in Section 6.4.5 is an MILP problem and, therefore, is gen-

erally NP-hard. The computational complexity of this problem is characterized by the number of

constraints and the number of continuous/binary variables. Table 6.1 summarizes these numbers.

Note that the total number of constraints depends on the initial statuses of conventional generators

due to constraints (6.7)–(6.9). Hence, Table 6.1 provides an upper bound on the number of such

constraints.

Table 6.1. DIMENSION OF THE SINGLE-LEVEL MILP PROBLEM

# of constraints
4 + nE + 3nS+

nEnT
(
17nI + 4nL + 17nS + 12nqnQ

)
# of continuous

1 + 2nS + nEnT
(
4nL + 7nI + 14nS + 3nSnQ

)
variables

# of binary
3nEnTnI + nSnQvariables

6.5 Case Study

6.5.1 Test System and Experimental Setup

The single-level MILP problem (6.57)–(6.60) was tested using an 8-zone model of the ISO New

England system [220]. This test system covers six US states and is illustrated in Figure 6.2. It

includes 76 thermal generators with a total installed capacity of roughly 30 GW. Each zone in this

system is numbered in Table 6.2 and is modeled as a separate bus in the proposed BP. In addition

to the generation, load, and transmission data given in [220], annual wind generation profiles with

an hourly resolution were taken from [236] for a 30% wind penetration level in terms of annual

electrical energy produced. Given this data and no ES installed, the UC problem is solved for each

day of a given year. The resulting annual operating cost is 2544.5 M$. The mean hourly average
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Figure 6.2: A diagram of the ISO NE system described in [220].

Table 6.2. ZONE NUMBERS FOR THE DIAGRAM IN FIGURE 6.2

Region ME NH VT WC Mass NE Mass CT RI SE Mass
Zone # 1 2 3 4 5 6 7 8

LMP for each zone and its standard deviation throughout the year are displayed in Figure 6.3. The

standard deviation characterizes the range of the LMP distribution over the course of the year and,

therefore, gives an indication of LMP variability in each zone.

The recursive hierarchical clustering algorithm described in [237] is used to determine 5 repre-
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Figure 6.3: The mean and standard deviation of hourly LMPs throughout the considered year in
cases without ES.

sentative days and their respective weights from the year-long demand and wind generation profiles.

This algorithm is based on a general-to-specific partitioning approach, which recursively combines

daily profiles at every bus in a given number of clusters based on user-defined similarity or dis-

similarity metrics. The advantage of this algorithm is that it can simultaneously account for the

intra-day and seasonal features of these profiles and has a high adaptivity that improves local data

quality. However, other clustering techniques can be applied to obtain representative days; inter-

ested readers can find the surveys in the detailed literature [237, 238, 239]. Figure 6.4 displays the

system-wide aggregated representative load and wind generation profiles for the 5 representative

days.

In the following simulations, the value of parameter ρ is set at 6 h, which is a representative

energy-to-power ratio for promising ES technologies [47] and is sufficient for providing intra-day

energy arbitrage [47, 48]. The charging and discharging efficiency of ES are assumed symmetric

with ℵch = ℵdis = 0.9, which also falls within the range of prospective ES technologies [47]. Each

ES block is assumed to have a ∆eSoC = 10 MW and the maximum number of blocks in each zone,

s (umax
s ), is set at 300. As in [48], the siting and sizing decisions are analyzed for three capital cost

scenarios: low ($20/kWh and $500/kW), medium ($50/kWh and $1000/kW), and high ($75/kWh

and $1300/kW). These investment costs are prorated on a daily basis and the values of the cp and
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Figure 6.4: The system-wide aggregated representative load (A), wind generation (B), and net load
(C) profiles. The net load profile is the difference between the load and wind generation profiles.

ceSoC are obtained for each capital cost scenario assuming that the ES lifetime is 10 years and the

annual interest rate is 5% (as explained in [48]). The investment budget is ICmax = ∞, hence

constraint (6.3) is nonbinding, unless stipulated otherwise. Finally, to avoid overestimating the need

for ES due to prioritized dispatch of wind generation, the V oWS is set to $0/MWh.

The dimension of the problem for this case study is 3,633,153 constraints, 947,057 continu-

ous variables, and 29,760 binary variables. All simulations were carried out using CPLEX under

GAMS 23.7 [240] on an Intel Xenon 2.55 GHz processor with 32 GB of RAM using the Hyak

supercomputer system at the University of Washington [241]. The optimality gap was set at 0.1%.

All simulations of the proposed BP with different input parameters presented below were completed

within 72 hours.
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Figure 6.5: Effect of the ES profit constraint (6.4) on the optimized ES siting and sizing decisions
for the low capital cost scenario.

6.5.2 Siting and Sizing Decisions

6.5.2.1 Impact of the ES profit constraint

Figure 6.5 displays the optimized siting and sizing decisions2 on ES for the low capital cost scenario

for different values of χ and ∆λ. Regardless of the ∆λ chosen, the ES profit constraint (6.4) affects

both the siting and sizing decisions.

If ∆λ = 0, i.e., LMPs are not affected by ES installations (λe,t,s = λ̄e,t,s), siting decisions

between the profit-unconstrained (χ = 0) and profit-constrained cases (χ = 1) overlap only in zone

8, which is characterized by the largest variability in LMPs (Figure 6.3). However, as ∆λ increases

(i.e., the ES deployment influences LMPs when compared to the case without ES), the number of

shared locations between the profit-constrained and unconstrained cases increases. For instance, if

∆λ = 0.1, ES are placed in zones 4 and 8 in both cases. If ∆λ is further increased to 0.2, ES are

2Recall that the energy and power ratings of ES are assumed to be proportional (6.42). Therefore, the analyses in
Section 6.5.2 discuss the sizing decisions in terms of the energy ratings (eSOCmax

s ).
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installed in zones 1, 5, and 8 for both cases.

Regarding the sizing decisions, the profit-unconstrained case consistently results in larger total

energy ratings (
∑

s∈ΩS eSoCmax
s ) for any value of ∆λ, which also leads to higher investment costs,

as illustrated in Figure 6.6A. Figure 6.6B shows that these decisions do not result in sufficient ES

profits to recover such high investment costs, thus leading to net monetary losses, i.e., ∆ < 0

(Figure 6.6C). Therefore, the profit-unconstrained case overestimates the whole-system need for

ES and produces economically nonviable decisions. This conclusion can also be related to the

whole-system value of energy storage. As shown in [60], the value of energy storage monotonically

reduces as the installed energy storage capacity increases. Thus, larger total energy ratings in profit-

unconstrained cases reduce the whole-system value of storage such that ES owners cannot collect

sufficient profits to recover their investment costs.

On the other hand, profit-constrained decisions have lower total energy ratings and investment

costs, resulting in net monetary gain, i.e., ∆ > 0 (Figure 6.6C). This gain ensures the profitability

of ES and economic sustainability of these siting and sizing decisions. This difference between the

profit-constrained and unconstrained cases can be attributed to different scheduling priorities. In

the profit-unconstrained case, ES are installed and scheduled to minimize operating costs, so ES are

allowed to incur losses if they reduce operating costs. However, in the profit-constrained case, ES

are installed and scheduled to minimize system-wide operating costs as long as the investment costs

can be fully recovered.

The common thread of siting decisions in profit-constrained and unconstrained cases is that ES

are usually placed in zones with relatively high variability in LMPs (as Figure 6.3 shows). This

observation is consistent with the empirical siting rule in [242], suggesting that the most likely

profit opportunities for ES in a market environment are at buses with the greatest difference between

discharging and charging LMPs. Although the variability in LMPs drives siting decisions, its impact

on sizing decisions in the profit-constrained case is not straightforward. For example, Figure 6.3
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Figure 6.6: Effect of the ES profit constraint (6.4) under the low capital cost scenario on the: A)
investment cost of ES (IC), B) expected profit of ES (P ), and C) net monetary gain/loss of ES
(∆ = P − IC).

shows that the standard deviation of LMPs is larger in zone 8 than in zone 1, but the ES capacity

placed in zone 1 is bigger than in zone 8 for ∆λ = 0. Similar observations can be made for zones

4, 5, and 8 in cases with ∆λ = 0.1 and ∆λ = 0.2.

Figures 6.6B and 6.6C show that the regulating parameter ∆λ has a strong correlation with

both ES profit and recovery of investment costs, and its effect depends on parameter χ. In the

profit-constrained case (χ = 1), increasing ∆λ allows for more intra-day variations in LMPs and,

thus, the ES profit (Figure 6.6B) and the net monetary gain (Figure 6.6C) monotonically increases.

However, increasing ∆λ would only lead to larger monetary losses in the profit-unconstrained case,

i.e., χ = 0 (Figure 6.6C).
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Figure 6.7: Effect of the budget constraint (6.3) under the low capital cost scenario on: A) The
optimized ES siting and sizing decisions, B) the relationship between the investment cost and the
investment budget. Black circles and squares indicate respectively the cases where the optimization
is driven by the binding investment constraint (6.3) and the ES profit constraint (6.4).

Since profit-unconstrained decisions cannot be economically justified, the rest of this case study

assumes χ = 1 and examines the profit-constrained case.

6.5.2.2 Effect of the budget constraint

Figure 6.7A illustrates the effect of a finite investment budget on the optimized siting and sizing

decisions. For tight investment budgets (ICmax ≤ $45000), constraint (6.3) is binding; there is

no diversity in ES allocation and energy ratings for different values of ∆λ. ES are systematically

placed in zone 8 (highest LMP variability, see Figure 6.3) for any value of ∆λ. However, as the

investment budget increases (ICmax ≥ $60000), Figure 6.7A shows that ES are allocated to other
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Figure 6.8: Effect of the operating policy under the low capital cost scenario on: A) ES siting and
sizing decisions, B) investment cost of ES (IC), and C) profit of ES (P ).

zones, resulting in larger total energy ratings. The relationship between the investment cost and the

maximum investment budget is shown in Figure 6.7B, which distinguishes cases when the siting and

sizing decisions are driven by either the investment budget or the ES profit constraints. When budget

constraint (6.3) is nonbinding, the decisions are driven by the binding profit constraint (6.4). The

large-scale ES deployment needed to accommodate a high penetration of renewable generation [54]

requires large investments and would be driven by the profit constraint, thus showing the importance

of the proposed planning method.
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6.5.2.3 Effect of the operating policy

Profit constraint (6.4) sums the profits collected by ES in all zones, i.e., it assumes that ES in

different zones are operated by the same entity in a coordinated manner [177]. In practice, ES

located in different zones could be operated by independent entities. The independent operating

policy can be modeled by replacing (6.4) with nodal ES profit constraints of the following form:

∑
e∈ΩE

ωe ·
∑
t∈ΩT

λe,t,s ·
(
dise,t,s · ℵdis − che,t,s/ℵch)

≥ χ · IC, ∀s ∈ ΩS . (6.61)

Figure 6.8A illustrates the difference between ES siting and sizing decisions with the coordi-

nated and independent operating policies. When compared to the independent policy, the coordi-

nated policy consistently results in lower total ES ratings, and it, thus, requires lower investments

(Figure 6.8B). On the other hand, despite the lower total ES ratings, the coordinated policy results in

higher profits than the independent policy for ∆λ > 0. Hence, an ES block installed under the coor-

dinated policy is utilized more efficiently than under the independent policy (when ES deployment

influences the LMPs) when compared to the case without ES.

6.5.2.4 Impact of the capital cost

If the capital cost increases, the ES are allocated at fewer zones and their total energy rating de-

creases (as shown in Figure 6.9) for the coordinated operating policy. Under the high capital cost

scenario, ES are only placed at zone 8. Furthermore, there is a relatively small difference between

the energy ratings for different values of ∆λ. This observation suggests that, as long as the capital

cost of ES remains prohibitively expensive, the ability of ES to influence LMPs is insignificant due

to their relatively low penetration. However, provided the anticipated ES capital cost reduction,
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accounting for impacts of ES on LMPs would be of greater value.
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Figure 6.9: Effect of the capital cost on the profit-constrained ES siting and sizing decisions under
the coordinated policy.

6.5.3 Evaluation of Costs and Profits

To assess the performance of the system with the various siting and sizing decisions made (as ex-

plained above), the UC problem is solved for each day of a given year. This assessment is based

on the following metrics: Average daily operating costs for the SO (OCSO), average daily cost sav-

ings for the SO (CSSO) relative to the case without ES, average daily profit for the ES (PES), and

average daily wind spillage (WS).

Table 6.3 presents the evaluation of the profit-constrained ES siting and sizing decisions made

without budget limits and for the low capital cost scenario. It shows that the coordinated operating

policy of ES leads to lower annual operating costs and the larger annual cost savings for the SO

than the independent operating policy. Similarly, the coordinated operating policy results in larger

ES profits. Both the ES and SO metrics are sensitive to the value of ∆λ. As ∆λ increases, which

translates into larger influence of ES on LMPs, the annual profit of the ES increases. This increase

in ES profits comes at the expense of an increase in the annual operating cost and, thus, reduces the
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annual cost savings for the SO. The coordinated operating policy reduces the annual wind spillage by

a factor of two as compared to the independent operating policy. Notably, parameter ∆λ marginally

affects the annual wind spillage for a given policy.

Table 6.4 presents the evaluation of the profit-constrained ES siting and sizing decisions made

without budget limits with the coordinated operating policy under different capital cost scenarios.

As in Table 6.3, all metrics are sensitive to ∆λ. However, this sensitivity varies with capital costs. As

the capital cost increases, the difference in cost savings between cases with ∆λ = 0 and ∆λ = 0.2

reduces. Similarly, the difference in ES profits between those cases non-monotonically decreases.

Thus, the ES ability to influence LMPs would chiefly affect ES profit and SO savings when the ES

capital cost is lower. If the capital cost is relatively high, the influence of ES on LMPs would have a

moderate impact on these metrics. Also, as the capital cost decreases, more ES capacity is installed,

which leads to lower annual wind spillage.

Table 6.3. ANNUAL ASSESSMENT OF THE ES SITING AND SIZING DECISIONS FOR DIFFERENT OPERATING

POLICIES AND VALUES OF ∆λ

Metric
Operating ∆λ

policy 0 0.1 0.2

OC
SO, M$

Coordinated 2,439.7 2,449.8 2,455.0
Independent 2,439.9 2,457.8 2,461.3

CS
SO, M$

Coordinated 104.8 94.6 89.2
Independent 104.6 86.7 83.2

P
ES , M$

Coordinated 267.6 275.8 286.5
Independent 234.1 239.1 247.2

WS, MWh
Coordinated 51.5 52.1 52.7
Independent 98.7 96.4 96.1
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Table 6.4. ANNUAL ASSESSMENT OF THE ES SITING AND SIZING DECISIONS FOR DIFFERENT CAPITAL COSTS

AND VALUES OF ∆λ

Metric Capital cost
∆λ

0 0.1 0.2

OC
SO, M$

Low 2,439.7 2,449.8 2,455.0
Medium 2,480.4 2,486.4 2,488.9

High 2,491.3 2,495.4 2,495.8

CS
SO, M$

Low 104.8 94.6 89.2
Medium 64.1 58.1 55.6

High 53.2 49.1 48.7

P
ES , M$

Low 267.6 275.8 286.5
Medium 216.7 241.2 247.4

High 209.3 216.2 216.2

WS, MWh
Low 51.5 52.1 52.7

Medium 64.7 70.5 79.2
High 87.4 101.4 101.4

6.6 Conclusion

The proposed bilevel program for the optimally siting and sizing of ES accounts for the perspectives

of both the SO and the owners of ES devices. The results indicate that optimal ES siting and

sizing decisions are sensitive to the minimum profit constraint. This constraint represents a linear

relationship between the short-term operational profit and long-term investment cost of merchant

ES. If the profitability requirement is not accounted for (i.e. if the parameter χ is set to 0), ES

owners would not be able to recover their investment costs, leading to economically nonviable siting

and sizing decisions. The case study also reveals the sensitivity of the profit-constrained siting and

sizing decisions to:

• Operating policy: Enabling coordinated ES operations at different buses increases ES profits

and SO cost savings, as well as reduces wind spillage;
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• Ability to influence LMPs: Merchant ES can extract additional profits by influencing LMPs,

which comes at the expense of the system-wide operating costs;

• Capital cost: As the capital cost of ES remains prohibitively expensive, ES cannot take ad-

vantage of the coordinated operating strategy and influencing LMPs.
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Chapter 7

CONCLUSIONS

7.1 Conclusions

This dissertation has emphasized the importance of sustainable practices—a generic set of decision-

making rules and methods that support the adoption of new technological means of reducing the

usage of non-renewable resources and gas emissions, while providing universal access to energy

at socially acceptable costs—for the optimal operation and expansion of real-life power systems in

the presence of high penetration levels of renewable generation. It has been demonstrated that the

transition to a sustainable power system can be achieved by revising existing operational policies

and by strategic investments in ultra-flexible generation resources. These tasks require striking

trade-offs between different performance metrics, such as cost and reliability, and can be dealt with

by using the appropriate optimization techniques.

Specifically, this dissertation describes how explicit modeling of the uncertainty imposed by

renewable generation requires intelligent risk-averse operation in the least-cost fashion. However,

potential benefits that can be attained from revising the operational policies are finite. Therefore,

this dissertation describes an approach to optimizing investments in ES devices to provide additional

support for the integration of renewable generation.

In addition to the detailed conclusions given in each chapter, a number of generalizations can be

drawn from this dissertation:

• Even though it is commonly accepted that deterministic reserve policies are less cost efficient

and reliable than stochastic, robust, and interval equivalents, this dissertation has shown that

a combination of non-deterministic UC techniques yields more cost savings and reliability
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benefits than every non-deterministic technique taken individually. These benefits, whether

in terms of cost or reliability, facilitate further integration of renewable generation at a lower

cost and are achieved through the higher utilization of renewable generation by minimizing

its spillage.

• In addition to the techno-economic assessment of different non-deterministic UC techniques,

this dissertation has scrutinized their computational performance—an additional component

to a traditional cost-reliability assessment. Numerical experiments have illustrated the impor-

tance of this component when choosing between different non-deterministic UC techniques.

For example, numerical results reveal that some non-deterministic UC techniques have com-

parable cost and reliability performances, but their computing times vary by orders of magni-

tude. These results suggest that, in sustainable power systems, decision-making tools should

also be ranked based on their feasibility for a specific application.

• Renewable generation (which has been traditionally considered as a negative load) can be an

active producer that adjusts its production to minimize system-wide costs, thus alleviating

the reliability implications of its stochastic nature. This dissertation has demonstrated that

active renewable generation is capable of simultaneously providing flexibility and reducing

system-wide flexibility requirements. Controlling injections of renewable generation can be

used to re-enforce environmental benefits of emission-free renewable generation by reducing

the unnecessary cycling of fossil-fired generators.

• Since power system expansion requires capital intensive investments, the ability to integrate

new generation and transmission assets (e.g., energy storage) into existing power systems is

in question due to their uncertain benefits. This dissertation has proposed and validated a gen-

eral framework that can be adopted for assessing the economic viability and potential of any

innovative technology in electricity markets. Case studies using this framework on a model



143

of an actual power system have demonstrated that accommodating for high penetration levels

of renewable generation requires ES devices and that there are enough profit opportunities to

ensure the long-term viability of these devices.

7.2 Future Work

7.2.1 General modeling enhancements

The modeling and experimental contributions of this dissertation warrant the further refinements of

some modeling assumptions, even though these assumptions are customary to similar publications

on short- and long-term planning problems and can further be extended should these revisions be

computationally tractable. The following enhancements are suggested:

• Improved network representation: All of the models presented in this work rely on decou-

pled direct current (DC) power flows, thus simplifying the non-linear and, most importantly,

non-convex physics of the underlying alternating current (AC) power flows. While this as-

sumption is rather common for both short- and long-term planning problems, recent advances

in modeling and solving computationally efficient models based on AC power flows can be

used to improve the quality of solutions obtained with the proposed models. Incorporating

AC constraints into the proposed models will enable accounting for reactive power flows and

nodal voltages, which may lead to more accurate scheduling and dispatch decisions on con-

ventional generators.

Modeling reactive power flows and nodal voltages and explicitly enforcing limits on these

variables will also lay out a framework for assessing the technical and economic impacts that

uncertain and variable renewable power generation will impose on the provision of ancillary

reactive power and voltage control services. Currently, these impacts are neglected, but since

renewable penetration levels are expected to grow, it will be important to ensure that the

system has enough resources to be AC-feasible. Furthermore, these modeling enhancements
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can be used to assess the monetary value that providers of ancillary reactive power and voltage

control services have to the system and enable advanced market-based provision mechanisms

for these services.

Modeling AC power flows may be unnecessary for long-term studies, but may be crucial

for resource adequacy studies, especially given the limitations of some renewable generation

technologies to provide reactive power and voltage control services.

• System dynamics: The models presented in this dissertation implicitly assume that the power

system is in the steady state both pre- and post-disturbance. Although this assumption is

sufficient for the analyses carried out in this dissertation, it unavoidably disregards that the

system continuously evolves from one state to another, thus exhibiting a quasi-state behavior.

Including AC power flow constraints, thus revealing reactive power and voltage variables

(as explained above), will enable modeling of the system dynamics and accounting for the

limitations of available control means to prevent emergencies (e.g. voltage collapse) and

violating security margins during commutations (e.g. transmission switching and switching

on/off generators). These modeling extensions will also enable considering dynamic power

flow limits, in addition to thermal power flow limits, which can be of use in power systems

spreading over wide areas.

Accounting for the system dynamics will require improved modeling of existing control

means. Specifically, there is a need to model the non-linear P-Q characteristics of conven-

tional generators, which are currently simplified to ”box constraints” on active and reactive

power outputs. The improved modeling of P-Q characteristics will also produce more realistic

scheduling and dispatch decisions and enable better awareness of the feasibility boundaries.

• Data-driven analytics: The case studies presented in this dissertation parametrize uncer-

tainty and variability of renewable generation using various statistical hypotheses enabled
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by processing large archives of historical observations. The accuracy of these hypotheses

can be improved if they also account for the physical processes driving atmospheric flows

that essentially determine the output of wind and PV generation, thus enabling more accu-

rate operational and planning decisions. This suggestion paves the way to the integration of

NOAA-hosted mesoscale weather prediction models with the prediction tools used in power

system applications.

Accounting for data-driven rather than statistical uncertainty and variability of renewables can

be used to improve the accuracy of scheduling and dispatch decisions at sub-hourly resolu-

tions, which are often hidden from existing decision-making tools.

7.2.2 Suggested Enhancements to Operational Planning

The UC models presented in Chapters 3-5 of this dissertation have demonstrated that both reli-

ability and cost performance of power system operations could be improved if a combination of

optimization frameworks is used. However, further modifications are needed to facilitate real-life

implementations of these models:

• Coordination with electricity markets: The proposed UC models assume a vertically inte-

grated power system, so future investigations are needed to implement these models within a

market environment. This research should address the problem of minimizing the difference

between market-based decisions (fundamentally driven by a time variable power supply and

demand equilibrium) and reliability-based decision (enforced due to the physical and security

limitations of power system operations). Specifically, this research will require an explicit

co-optimization of the total operating costs and uplift and lost opportunity costs of genera-

tors that provide spare capacity for dealing with the uncertainty and variability of renewable

generation.
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• Integration of different decision-making stages: The proposed UC models are designed

for a day-ahead planning framework and require further integration with hour-ahead planning

tools to minimize the need for post-day-ahead corrective actions. This could be achieved

if the modeling multi-stage recourse (hour-ahead) decisions were improved in the proposed

models.

• Improved modeling of ramping events: In addition to adopting the data-driven analyt-

ics described in Section 7.2.1, the proposed UC models could benefit from a better model-

ing of ramping events. Even though the ramping scenarios proposed in Chapter 3 approx-

imate stochastic scenarios to avoid modeling unnecessarily conservative ramping require-

ments, there is a need to relax these scenarios further. This relaxation can be attained by

accounting for correlations between upward and downward ramping scenarios and by model-

ing sub-hourly dynamics.

• Non-affine ramp policy of generators: The proposed UC models assume that generators

ramp up and down their power output according to a given affine policy with constant ramp up

and down rates. This assumption could be further refined if more accurate (e.g. triangulation-

based) policies are modeled, thus more accurately quantifying the flexibility available on the

supply side.

• Demand-side flexibility: The proposed UC models consider electrical loads as being inelas-

tic and uncontrollable. In reality, this is likely to change as more communication infrastruc-

ture is installed to harvest demand-side flexibility. Therefore, this flexibility must also be

integrated with the proposed UC models and co-optimized with other generation resources.
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7.2.3 Suggested Enhancements to Storage Siting and Sizing

The bilevel model presented in Chapter 6 for the siting and sizing of ES devices has been used

to demonstrate that arbitrage opportunities in an actual power system with a large penetration of

renewable generation provide enough profit to recover ES investment costs of independently owned

ES devices fully. This model, however, can be further extended as follows:

• Scalability: While the proposed model is tested on a realistic model of the ISO-NE test

system, the dimensions of the problem remain rather compact, and it can be solved using off-

the-shelf optimization solvers. Should the proposed model be applied to a larger test system

(e.g., WECC-240), the model is likely to become computationally intractable and, therefore,

one may need to develop a decomposition technique to speed up the computations.

• Investment model: The proposed model assumes that the investment model is static, i.e.,

all investments are optimized for a target year. Further refinement should account for multi-

ple decision-making stages, i.e., a dynamic investment model, with potentially mixed-integer

resource decisions. Such optimization problems are extremely computationally challenging,

and the implementation of this modeling enhancement depends on future advances in opera-

tion research and applied optimization methods.

• Profitability: The notion of profitability adopted in the proposed model is based on the ex-

pected profit. However, siting and sizing decisions can also be made more robust against

additional risk metrics that would account for operational conditions probabilistically remote

from the expected value, e.g., worst case scenarios. This can be achieved by means of con-

sidering conditional values at risk or robust optimization. However, besides the obvious extra

computational complexity, these approaches are notorious for their conservatism; therefore,

one needs to develop reliable heuristics to trade-off the expected value and worst case sce-

nario.
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• Market design and profit adequacy: This dissertation assumes that profits collected by

energy storage in day-ahead electricity markets are calculated using a locational marginal

pricing scheme. However, recently, it has been observed that, as more renewable generation

resources are integrated into existing power systems, the locational marginal prices decrease,

thus gradually eliminating arbitrage opportunities for ES devices and making it harder to

recover their investment costs. This trend suggests that market designs should be changed in

such a way that guarantees revenue adequacy for all market participants, including ES devices.

Since the shape of these market designs is yet unknown and any potential changes are likely

to be driven by political (rather than analytical) decisions, it is impossible to anticipate how it

would affect the proposed model. However, one needs to take into account this ‘regulatory’

uncertainty.

A potential resolution of the ES storage profit adequacy problem could be found by exploring

a trade-off between the profits of ES devices in the short-term (e.g., day- and hour-ahead)

markets and long-term (e.g., capacity) markets. Since ES devices are not physical producers,

an approach to quantify the ES device contributions to capacity markets is needed.

• Multi-service ES operation: In the proposed model, ES devices are assumed to provide

spatiotemporal arbitrage services only. However, in practice, ES devices can provide other

services (e.g., frequency and voltage support), regulation and load following services, as well

as contingency mitigation. These services entitle ES owners to larger profits. Ideally, all avail-

able profit opportunities should be co-optimized to determine the optimal blend of services

that would maximize ES profits and SO savings. This co-optimization is a particularly chal-

lenging task because ES devices are not physical producers; therefore, one needs to carefully

coordinate the utilization of their energy and power capacities.

To explore the ability of ES devices to provide some services (e.g., voltage support) one may
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first need to improve the network representation for long-term planning applications as is

discussed in Section 7.2.1.

• Competition: The proposed model assumes that ES devices are the only generation tech-

nology that may affect market-clearing outcomes; other generation technologies follow an

honest bidding/offering strategy. However, in practice, other generation technologies will

also affect the market-clearing outcomes. In this environment, it will be important to assess

the impact of energy storage siting and sizing on competition. This task will require convert-

ing the proposed model into an equilibrium program with equilibrium constraints (EPEC) and

developing a computationally tractable solution technique.

• Techno-economic assessment of different ES technologies: The case studies in this disser-

tation assume generic battery ES devices with cost and technical parameters that fall within a

broad range of various technologies. However, the proposed model can be tailored to better

represent specific features of a particular technology (e.g., degradation characteristics, charg-

ing/discharging losses, and self-discharge) and assess the ability of that technology to provide

specific services. This modeling improvement will enable techno-economic assessments of

different ES technologies on the operational and market conditions of a given power system.



150

Part V

SUPPLEMENTARY MATERIALS
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Appendix A

NOTATION

A.0.3.1 Sets

ΩB Set of piecewise linear segments of each generating unit’s cost curve, indexed by b.

ΩE Set of typical days, indexed by e.

ΩI Set of generating units, indexed by i.

ΩJ Set of generating units’ start-up costs, indexed by j.

ΩL Set of transmission lines, indexed by l.

ΩR Set of uncertainty for the RUC, indexed by r.

ΩS Set of buses, indexed by s.

ΩSI Set of buses that host generators, indexed by s.

ΩSW Set of buses that host wind farms, indexed by s.

ΩT Set of hours, indexed by t. Note that ΩT = ΩTSUC ∪ ΩTIUC
.

ΩTSUC
Set of hours solved by the SUC formulation.

ΩTIUC
Set of hours solved by the IUC formulation.

ΩQ Set of ES blocks, indexed by q.
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ΩU Set of scenarios, indexed by u.

ΩX Set of feasible dispatch solutions for fixed commitment decisions x, such that x =

{xt,i}, ∀t ∈ ΩT , i ∈ ΩI .

ΩW Set of wind farms, indexed by w.

A.0.3.2 Binary variables

qt,i,j Generator start-up cost identification matrix (1 if generator i is started up during

hour t after being off for T i,j to T i,j hours, 0 otherwise).

us,q Binary variable corresponding to the placement decision of ES block q at bus s.

xe,t,i Generator on/off status (1 if generator i is on during hour t, 0 otherwise). Index e is

only used for storage siting and sizing.

ye,t,i Generator start-up status (1 if generator i is started up during hour t, 0 otherwise).

Index e is only used for storage siting and sizing.

ze,t,i Generator shut down status (1 if generator i is shut down during hour t, 0 otherwise).

Index e is only used for storage siting and sizing.

A.0.3.3 Continuous non-negative variables

CoU Cost of Undhedged Uncertainty ($).

ct,w,u Power curtailment of wind farm w under scenario u during hour t (MW).

ce,t,s Power curtailment of wind farm at bus s during hour t on representative day e (MW).
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che,t,s ES charging rate at bus b during time interval t on representative day e, MW.

dise,t,s ES discharging rate at bus b during time interval t on representative day e, MW.

eSoCe,t,s State-of-charge of ES at bus b at the end of time interval t on representative day e,

MWh.

eSoCmax
s Maximum state-of-charge of the ES at bus s, MWh.

gt,i,u Power output of generator i under scenario u during hour t (MW).

ge,t,i Power output of generator i during hour t on representative day e (MW).

gseg
t,i,b,u Power output on segment b of generator i under scenario u during hour t (MW).

IC Investment cost, $.

OCPLL
e Objective function of the PLL problem on representative day e, $.

OCDLL
e Objective function of the DLL problem on representative day e, $.

pmax
s Maximum power rating of ES at bus s, MW.

sut,i Start-up cost of generator i during hour t ($).

SC Security cost ($).

tsw Switching time between the SUC and IUC formulations (h).
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A.0.3.4 Continuous variables

θt,s,u Voltage angle at bus s under scenario u during hour t (rad).

θe,t,s Voltage angle at bus s during hour t on representative day e (rad).

fe,t,l Power flow in transmission line l during time interval t on representative day e, MW.

A.0.3.5 Dual Continuous Variables

Dual variables associated with the PLL problem constraints:

αe,t,i, αe,t,i Min/max power output of conventional generators, eq. (6.11).

β
RD/RU
e,t,i Ramp down/up limit of conventional generators, eq. (6.12).

ξe,t,l Power flow, eq. (6.13).

δe,t,l, δe,t,l Power flow limits, eq. (6.14).

εe,t,s State-of-charge of ES, eq. (6.15).

ϕch/dis
e,t,s , ϕch/dis

e,t,s
Charging/discharging limits of ES, eq. (6.16)–(6.17).

ϕeSoC
e,t,s , ϕeSoC

e,t,s
State-of-charge limits of ES, eq. (6.18).

λe,t,s Nodal power balance, eq. (6.19).

γe,t,s Upper bound on the wind spillage, eq. (6.20).
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A.0.3.6 Auxiliary variables

a1
e,t,s,q, a

2,ch/dis
e,t,s,q Auxiliary variables used for linearization of eq. (6.4).

he,t,i, he,t,i Auxiliary variables used for linearization of eq. (6.30).

A.0.3.7 Parameters

Ai No-load cost of generator i ($).

Bsm Admittance of line connecting nodes s and m (S).

ceSoC Capital cost of ES per MWh ($/MWh).

cp Capital cost of ES per MW ($/MW).

CC Committed capacity (MW).

Dt,s Load at bus s during hour t (MW).

DTi Generator i minimum down time (h).

Gi Maximum power output of generator i (MW).

Gi Minimum power output of generator i (MW).

G0
e,i Initial power output of conventional generator i on representative day e (MW). Index

e is only used for storage siting and sizing.

ICmax Investment budget, $.

Ki,b Slope of the b-th segment of the cost curve of generator i ($/MW).
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Ki One-segment incremental cost of generator i ($/MW).

Le,i Minimum up time of generator i (h). Index e is only used for storage siting and

sizing.

Le,i Minimum down time of generator i (h). Index e is only used for storage siting and

sizing.

F l, F sm Power flow limit of line l connecting nodes s and m (MW).

M Sufficiently large positive number.

nE Number of representative days in set ΩE.

nI Number of conventional generators in set ΩI.

nL Number of transmission lines in set ΩL.

nS Number of buses in set ΩS.

nT Number of time intervals in set ΩT.

nQ Number of ES blocks in set ΩQ.

RDi Ramp down limit of generator i (MW/h).

RUi Ramp up limit of generator i (MW/h).

SUCi,j Cost of segment j of the stepwise start-up cost curve of generator i ($).

T i,j Upper limit of segment j of the stepwise start-up cost curve of generator i (h).
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T i,j Lower limit of segment j of the stepwise start-up cost of generator i curve (h).

TSUCi Total start-up cost of generator i from the cold-start state ($).

umax
s Maximum number of ES blocks that can be installed at bus s.

UTi Generator i minimum up time (h).

Wt,w,u Available wind power at wind farm w under scenario u during hour t (MW).

We,t,s Available wind power at bus s during hour t on representative day e (MW).

V oLL Value of lost load, $/MWh.

V oWS Value of wind spillage, $/MWh.

xl Reactance of transmission line l.

X0
e,i Initial commitment of conventional generator i on representative day e. Index e is

only used for storage siting and sizing.

∆eSoC Energy rating of the single ES block, MWh.

∆λ Parameter modeling the deviation of the LMP from the no-ES case.

∆τ Duration of time interval t, h.

πu Probability of scenario u (used only in the SUC).

χ Parameter relating the investment cost of ES and their expected profit.

ωe Weight of representative day e.
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ρ Energy-to-power ratio of ES, h.

ℵch Charging efficiency of ES.

ℵdis Discharging efficiency of ES.
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Appendix B

MAP OF THE IEEE RELIABILITY TEST SYSTEM
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[185] H. Pandžić, T. Qiu, and D. Kirschen, “Comparison of State-of-the-Art Transmission Con-
strained Unit Commitment Formulations,” in Proc. of IEEE PES General Meeting 2013,
Vancouver, Canada, July 2013, pp. 1-5.

[186] M. Ortega-Vazquez, Optimizing the Spinning Reserve Requirements, PhD dissertation, Uni-
versity of Manchester, May 2006.

[187] P. Pinson and H. Madsen, “Ensemble-based probabilistic forecasting at Horns Rev,” Wind
Energy, vol. 12, no. 2, pp. 137-155, 2009.

[188] R. Jursa, “Wind power prediction with different artificial intelligence models,” in Proceedings
of the 2007 European Wind Energy Conference, Milan, Italy, May 2007.

[189] T. Hastie, R. Tibshirani, and J. Friedman. The Elements of Statistical Learning: Data Mining,
Inference and Prediction. Springer, second ed., 2009.

[190] A. J. Smola and B. Schlkopf, “A Tutorial on Support Vector Regression,” Stat. Comput., vol.
14, no. 3, pp. 199-222, Aug. 2004.

[191] G. Giebel, “The State of the Art in Short-Term Prediction of Wind Power - A Literature
Review, 2nd Edition,” 2011. [Online] Available at: www.prediktor.dk/publ/GGiebelEtAl-
StateOfTheArtInShortTermPrediction ANEMOSplus 2011.pdf

[192] L. Breiman, “Random Forests,” Mach. Learn., vol. 45, no. 1, pp. 5-32, Oct. 2001.

[193] P. Pinson and G. Kariniotakis, “Conditional Prediction Intervals of Wind Power Generation,”
IEEE Trans. Power Syst., Vol. 25, No. 4, pp. 1845-1856, 2010.

[194] N. Growe-Kuska, H. Heitsch, and W. Romisch, “Scenario reduction and scenario tree con-
struction for power management problems,” in Proc. 2003 IEEE Power Tech Conference,
Bologna, Italy, June 2003, pp. 1-7.

[195] C. W. Potter, D. Lew, J. McCaa, S. Cheng, S. Eichelberger, and E. Grimit, “Creating the
Dataset for the Western Wind and Solar Integration Study,” in Proc. of the 7th International
Workshop on Large Scale Integration of Wind Power and on Transmission Networks for Off-
shore Wind Farms, Madrid, Spain, May 2008, pp. 1-7.



181

[196] B.M. Hodge and M. Milligan, “Wind Power Forecasting Error Distributions over Multiple
Timescales,” in Proc. of IEEE PES General Meeting 2011, Michigan, Detroit, July 24-29,
2011.

[197] M. S. Nazir and F. Bouffard “Intra-hour wind power characteristics for flexible operations,”
in Proc. of IEEE PES General Meeting 2012, San Diego, CA, July 2012, pp. 1-8.

[198] G. J. Hahn and S. S. Shapiro. Statistical Models in Engineering. John Wiley & Sons, 1967.

[199] Q. Zheng, J. Wang, M. and A. Liu, “Stochastic Optimization for Unit Commitment – A
Review,” IEEE Trans. Power Syst., early access.

[200] A. Papavasiliou and S. S. Oren, “A comparative study of stochastic unit commitment and
security-constrained unit commitment using high performance computing,” in Proc. of 2013
European Control Conference (ECC), 2013, pp. 2507-2512.

[201] V. Zavala, M. Anitescu, A. Kannan, C. Petr, “On the Convergence of Day–
Ahead and Real–Time Electricity Markets,” FERC. [Online]. Available at:
http://www.ferc.gov/CalendarFiles/20110628130756-Jun28-SesC3-Zavala-Argonne.pdf,
2011.

[202] G. Anders, “Commitment Techniques for Combined-Cycle Generating units,” NYISO. [On-
line]. Available at: http://tinyurl.com/kw5w5l7, 2005.

[203] P. Bendotti, C. DAmbrosio, G. Doukopoulos, A. Lenoir, L. Liberti, and Y. Sahraoui, “MILP
model for a real-world hydro-power unit-commitment problem,” 2014 Mixed Integer Pro-
gramming Workshop. [Online]. Available at: http://tinyurl.com/lyu5bca, 2014.

[204] K. K. Kariuki and R. N. Allan, “Evaluation of reliability worth and value of lost load,” IEE
Proceedings – Gener. Transm. Distrib., Vol. 143, No. 2, pp. 171-180, 1996.

[205] J. G. Deqiang and E. Litvinov, “Energy and reserve market designs with explicit consideration
to lost opportunity costs,” IEEE Trans. Power Syst., Vol. 18, No. 1, pp. 53-59, 2003.

[206] E. Saiz-Marin, J. Garcia-Gonzalez, J. Barquin, and E. Lobato, “Economic Assessment of the
Participation of Wind Generation in the Secondary Regulation Market,” IEEE Trans. Power
Syst., Vol. 27, No. 2, pp. 866-874, 2012.

[207] J. M. Morales, A. J. Conejo, and J. Perez-Ruiz, “Economic Valuation of Reserves in Power
Systems With High Penetration of Wind Power,” IEEE Trans. Power Syst., Vol. 24, No. 2, pp.
900-910, 2009.

[208] M. Lange, “Analysis of the uncertainty of wind power predictions,” Ph.D. dissertation, Fakultt
Mathematik und Naturwissenchaften, Carl von Ossietzky Universitt, Oldenburg, Germany,
2003.

http://tinyurl.com/kw5w5l7
http://tinyurl.com/lyu5bca


182

[209] M. Lange, “On the Uncertainty of Wind Power PredictionsAnalysis of the Forecast Accuracy
and Statistical Distribution of Errors,” Journal of Solar Energy Engineering, Vol. 127, No. 2,
pp. 177-184, 2005.

[210] R. P. Brent, “Algorithms for Minimization Without Derivatives”, Dover Publications, 1973.

[211] J. Kim, Ph.D. Thesis, “Iterated Grid Search Algorithm on Unimodal Criteria,” Virginia Poly-
technic Institute and State University, 1997.

[212] M. A. Ortega-Vazquez and D. S. Kirschen, “Optimizing the Spinning Reserve Requirements
Using a Cost/Benefit Analysis,” IEEE Transactions on Power Systems, Vol. 22, No. 1, pp.
24-33, 2007.

[213] ERCOT, Day-ahead Market Information, [Online]. Available at: www.ercot.com/
mktinfo/dam/

[214] M. A. Ortega-Vazquez and D. S. Kirschen, “Should the spinning reserve procurement in sys-
tems with wind power generation be deterministic or probabilistic?” in Proc. of SUPERGEN
’09. International Conference on Sustainable Power Generation and Supply, pp. 1-9, 2009.

[215] J. Aho, A. Buckspan, L. Pao, and P. Fleming, “Active Power Control System for Wind Tur-
bines Capable of Primary and Secondary Frequency Control for Supporting Grid Reliability,”
in Proc. of 2012 AIAA/ASME Wind Symposium, Grapevine, TX, 2012.

[216] Z. S. Zhang, Y. Z. Sun, and L. Cheng, “Potential of trading wind power as regulation services
in the California short-term electricity market,” Energy Policy, Vol. 59, pp. 885-897, 2013.

[217] M. A. Ortega-Vazquez, D. S. Kirschen, “Optimising the spinning reserve requirements con-
sidering failures to synchronise,” IET on Generation, Transmission, and Distribution, Vol. 2,
No. 5, pp. 655-665, 2008

[218] G. Liu and K. Tomsovic, “Quantifying Spinning Reserve in Systems with Significant Wind
Power Penetration,” IEEE Trans. Power Syst., Vol. 27, No. 4, pp. 2385-2393, 2012.

[219] K. Dvijotham, M. Chertkov, and S. Backhaus, “Storage Sizing and Placement through Oper-
ational and Uncertainty-Aware Simulations,” in Proc. of the 47th HI Int. Conf. on Syst. Sc.,
pp. 2408–2416, 2014.

[220] D. Krishnamurthy, W. Li, and L. Tesfatsion, “An 8-zone test system based on ISO New
England data: Development and application,” IEEE Trans. Pwr. Syst., early access, pp. 1–12,
2015.

[221] J. M. Arroyo, “Bilevel programming applied to power system vulnerability analysis under
multiple contingencies,” IET Gener. Transm. Distrib., vol. 4, pp. 178–190, 2010.

www.ercot.com/mktinfo/dam/
www.ercot.com/mktinfo/dam/


183

[222] S. A. Gabriel, A. J. Conejo, D. Fuller, B. F. Hobbs, and C. Ruiz, “Complementarity Modeling
in Energy Markets,” Springer: International Series in Operation Research & Management
Science, New York, USA, 2012.

[223] R. Fernández-Blanco, J. M. Arroyo, and N. Alguacil, “A unified bilevel programming frame-
work for price-based market clearing under marginal pricing,” IEEE Trans. Power Syst., vol.
27, no. 1, pp. 517–525, Feb. 2012.

[224] L. Baringo and A. J. Conejo, “Strategic wind power investment,” IEEE Trans. Power Syst.,
vol. 29, no. 3, pp. 1250–1260, May 2014.

[225] S. Tegen, E. Lantz, M. Hand, B. Maples, A. Smith, and P. Schwabe, “2011 Cost of Wind
Energy: Review,” National Renewable Energy Laboratory, 2011. [Online]. Available at:
http://www.nrel.gov/docs/fy13osti/56266.pdf

[226] P. D. Easton, “PE ratios, PEG ratios, and estimating the implied expected rate of return on
equity capital,” The Accounting Review, vol. 79, no. 1, pp. 73–95, Jan. 2004.

[227] A. L. Motto, J. M. Arroyo, and F. D. Galiana, “A mixed-integer LP procedure for the analysis
of electric grid security under disruptive threat,” IEEE Trans. Power Syst., vol. 20, no. 3, pp.
1357–1365, Aug. 2005.

[228] C. Ruiz and A. Conejo, “Pool strategy of a producer with endogenous formation of LMPs,”
IEEE Trans. Power Syst., vol. 24, no. 4, pp. 855–866, Nov. 2009.

[229] R. Fernández-Blanco, J. M. Arroyo, and N. Alguacil, “Bilevel programming for price-based
electricity auctions: A revenue-constrained case,” EURO J. Comput. Optim., vol. 3, no. 3, pp.
163–195, Apr. 2015.

[230] C. A. Floudas, Nonlinear and Mixed-Integer Optimization: Fundamentals and Applications.
New York, NY, USA: Oxford University Press,1995.

[231] J. F. Bard and J. T. Moore, “A branch and bound algorithm for the bilevel programming
problem,” SIAM J. Sci. Statist. Comput., vol. 11, no. 2, pp. 281–292, 1990.

[232] J. Hu, J. E. Mitchell, J.-S. Pang, K. P. Bennett, and G. Kunapuli, “On the global solution of
linear programs with linear complementarity constraints,” SIAM J. Optim., vol. 19, no. 1, pp.
445–471, 2008.

[233] Federal Energy Regulatory Commission (FERC), “Price Formation in Organized Wholesale
Electricity Markets: Staff Analysis of Energy Offer Mitigation in RTO and ISO Markets,”
2014. [Online]. Available at: https://www.ferc.gov/legal/staff-reports/
2014/AD14-14-mitigation-rto-iso-markets.pdf

http://www.nrel.gov/docs/fy13osti/56266.pdf
https://www.ferc.gov/legal/staff-reports/2014/AD14-14-mitigation-rto-iso-markets.pdf
https://www.ferc.gov/legal/staff-reports/2014/AD14-14-mitigation-rto-iso-markets.pdf


184

[234] R. O’Neill, D. Mead, and P. Malvadkar, “On market clearing prices higher than the highest
bid and other almost paranormal phenomena,” The Electricity Journal, vol. 18, no. 2, pp.
19–27, Mar. 2005.

[235] F. Wolak, “Diagnosing the California electricity crisis,” The Electricity Journal, vol. 16, no.
7, pp. 11–37, Aug.-Sep. 2003.

[236] Eastern Wind Dataset, National Renewable Energy Laboratory, 2012. [Online]. Available
at: http://www.nrel.gov/electricity/transmission/eastern_wind_
methodology.html

[237] B. Pitt, “Applications of data mining techniques to electric load profiling”, PhD the-
sis, University of Manchester, UK, 2000. [Online]. Available at: http://www.ee.
washington.edu/research/real/Library/Thesis/Barnaby_PITT.pdf

[238] S. Wogrin, D. Galbally, and J. Reneses, “Optimizing storage operations in medium- and long-
term power system models,” IEEE Trans. Power Syst., early access, pp.1–10, 2015.

[239] D. Getman, A. Lopez, T. Mai, and M. Dyson, “Methodology for Clustering High-Resolution
Spatiotemporal Solar Resource Data,” Technical report, 2015. [Online]. Available at: http:
//www.nrel.gov/docs/fy15osti/63148.pdf

[240] R. E. Rosenthal, “GAMS – A Users Guide”, GAMS Corp., 2013.

[241] Hyak Supercomputer, 2015. [Online]. Available at: http://escience.washington.
edu/content/hyak-0

[242] V. Krishnan and T. Das, “Optimal allocation of energy storage in a co-optimized electricity
market: Benefits assessment and deriving indicators for economic storage ventures”, Energy,
vol. 815, pp. 175–188, Mar. 2015.

http://www.nrel.gov/electricity/transmission/eastern_wind_methodology.html
http://www.nrel.gov/electricity/transmission/eastern_wind_methodology.html
http://www.ee.washington.edu/research/real/Library/Thesis/Barnaby_PITT.pdf
http://www.ee.washington.edu/research/real/Library/Thesis/Barnaby_PITT.pdf
http://www.nrel.gov/docs/fy15osti/63148.pdf
http://www.nrel.gov/docs/fy15osti/63148.pdf
http://escience.washington.edu/content/hyak-0
http://escience.washington.edu/content/hyak-0

	List of Figures
	Glossary
	Introduction to Sustainable Power Systems
	Introduction
	Embracing a Sustainable Future
	Challenges
	Uncertainty and Variability
	Reduced Controllability
	Market Implications of Renewable Generation
	Is Energy Storage a Panacea?
	Modelling Accuracy and Computational Complexity

	Reader's Guide

	Literature Review
	Short-term Operations
	Objectives
	Forecasting of Renewable Generation
	Statistical Approaches
	Numerical Weather Prediction

	Unit Commitment
	Deterministic Unit Commitment
	Stochastic Unit Commitment
	Interval Unit Commitment
	Robust Unit Commitment

	Optimal Power Flow
	Energy Storage Technologies

	Long-term Planning
	Objectives
	Long-term Planning in a Competitive Environment
	Long-term Planning with Energy Storage
	Modeling Short-term Operations in Long-term Planning

	Contributions
	Short-term operation
	Long-term planning
	Impact



	Short-term Planning in Sustainable Power Systems
	Improved Interval Unit Commitment
	Motivation
	Contributions
	Formulation
	Formulation of the IIUC
	Binary variables logic
	Minimum up and down times
	Stepwise generator start-up cost
	Generator constraints
	Transmission constraints

	Formulation of the IUC
	Formulation of the SUC
	Formulation of the RUC

	Test Results
	Description of the Test Cases
	Wind Data
	Assessing Cost and Reliability Performance using Monte Carlo Simulations
	Comparison of the IIUC model and the RUC model with different budgets of uncertainty
	Computation Efficiency

	Conclusions

	Hybrid Stochastic/Interval Unit Commitment
	Motivation
	Formulation of the HUC
	Constraints on Binary Decision Variables
	Constraints on the SUC part 
	Constraints on the IUC part
	Coupling Constraints between SUC and IUC

	Optimal Switching Time
	Parallel Computing Implementation
	Single Processor Implementation


	Case Study
	Description of the Test Cases and Data
	Day-Ahead Cost of the DUC, SUC, and IUC
	Day-Ahead Cost of the HUC
	Optimizing the Switching Time
	Parallel computing implementation
	Single processor implementation
	Impact of the VOLL
	Impact of the domain of the switching time
	Impact of the switching time on committed capacity

	Results of Monte Carlo Simulations

	Conclusion

	Wind Generation as a Reserve Provider
	Motivation
	Contributions
	Formulation
	Constraints on Binary Decision Variables
	Dispatch Constraints on Conventional Generators
	Transmission Constraints
	Wind Power Deration Constraints
	Reserve Constraints


	Case Study
	Description of the Test Cases and Data
	Day-Ahead Cost
	Wind Utilization
	Validation using Monte Carlo simulations

	Conclusion


	Long-term Planning in Sustainable Power Systems
	Profit-constrained Energy Storage Siting and Sizing 
	Motivation
	Contributions
	Formulation
	Upper-Level Problem
	Investment constraints
	Profit constraint
	Binary constraints on generators

	Primal Lower-Level Problem
	Dispatch constraints
	DC network constraints
	ES constraints
	Nodal power balance


	Solution Method
	Dual Lower-Level Problem 
	Dual Lower-Level Objective Function
	Dual Lower-Level Constraints

	Strong Duality Condition
	Nonlinear Single-Level Equivalent
	Linearization of the Nonlinear Single-Level Equivalent
	Linearization of the ES profit constraint
	Linearization of the strong duality equality

	MILP Formulation
	Computational Complexity

	Case Study
	Test System and Experimental Setup
	Siting and Sizing Decisions
	Impact of the ES profit constraint
	Effect of the budget constraint
	Effect of the operating policy
	Impact of the capital cost

	Evaluation of Costs and Profits

	Conclusion


	Conclusions
	Conclusions
	Conclusions
	Future Work
	General modeling enhancements
	Suggested Enhancements to Operational Planning
	Suggested Enhancements to Storage Siting and Sizing



	Supplementary Materials
	APPENDICES
	Notation
	Sets
	Binary variables
	Continuous non-negative variables
	Continuous variables
	Dual Continuous Variables
	Auxiliary variables
	Parameters



	Map of the IEEE Reliability Test System
	Author's Vita
	Author's Bibliography
	Selected Journal Publications
	Selected Conference Publications


	Bibliography


