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Abstract— Automobiles are equipped with Electronic Control Units (ECUs) that communicate via in-vehicle network protocol standards such as the Controller Area Network (CAN). These protocols were designed under the assumption that separating in-vehicle communications from external networks is sufficient for protection against cyber attacks. This assumption, however, has been shown to be invalid by recent attacks in which adversaries were able to infiltrate the in-vehicle network. Motivated by these attacks, intrusion detection systems (IDSs) have been proposed for in-vehicle networks that attempt to detect attacks by exploiting physical properties such as clock skew of an ECU. In this paper, we propose the cloaking attack, an intelligent masquerade attack in which an adversary modifies the timing of transmitted messages to match the clock skew of a targeted ECU. The attack leverages the fact that, while the clock skew is a physical property of each ECU that cannot be changed by the adversary, the estimation of the clock skew by other ECUs is based on the timing of network traffic, which, being a cyber component only, can be modified by an adversary. We implement the proposed cloaking attack and test it on two IDSs, namely, the current state-of-the-art IDS and its adaptation to the widely-used Network Time Protocol (NTP). We implement the cloaking attack on two hardware testbeds, a prototype and a real vehicle, and show that it is able to deceive both IDSs. We also introduce a new metric called the Maximum Slackness Index to quantify the effectiveness of a clock skew-based IDS in detecting masquerade attacks when the adversary is unable to precisely match the clock skew of the targeted ECU.
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I. INTRODUCTION

Contemporary automobiles are equipped with electronic control units (ECUs) for various functionalities such as vehicle maneuverability, fuel efficiency, and heat, ventilation, and air conditioning. In order to operate these ECUs properly, the information among ECUs is exchanged via in-vehicle network protocols. In-vehicle network protocols are based on standards such as the Controller Area Network (CAN), which were developed for closed networks that are isolated from the external environment. Based on the closed network assumption, in-vehicle protocols were not designed for cyber security, and in particular do not provide encryption or message authentication.

Connected vehicles, however, have an increasingly large and diverse array of outward-facing components in order to provide safety, navigation, and entertainment, which violate the assumption of a closed operating environment. These externally accessible interfaces leave connected vehicles vulnerable to attacks in which an adversary compromises outward-facing ECUs (e.g., CD players or cellular radio), gains access to the CAN bus, and then blocks messages sent by other ECUs (denial-of-service attack) or sends spoofed messages that claim to be originated from legitimate ECUs such as steering or engine control (masquerade attack) [1]. Such attacks can create spurious alarms to the driver, disable brakes, or cause the vehicle to accelerate uncontrollably, causing serious safety risks to passengers, pedestrians, and other vehicles [2]–[4].

The cyber vulnerabilities of connected vehicles have motivated development of intrusion detection systems (IDSs) for in-vehicle networks [3], [5]–[7]. Due to the lack of cryptographic integrity checks, such IDSs rely on physical invariants of the system. For instance, ECUs usually transmit messages of fixed length at fixed frequencies, and the message contents do not vary drastically over time. In [3], [6], mechanisms for detecting DoS attacks by exploiting message periodicity were proposed. Detection mechanisms based on network entropy were proposed in [7]. As pointed out in [5], however, entropy-based IDSs may be ineffective against intelligent adversaries who mimic the structure and frequency of legitimate traffic.

An IDS for detecting such intelligent attacks was proposed in [5], based on the following principles. Each ECU on the CAN bus has a different hardware clock, which has a distinct clock speed due to variations in the clock’s hardware crystal, a property referred to as clock skew [8], [9]. Since all process clocks in an ECU are derived from the hardware clock, they are affected by the clock skew as a consequence. In particular, the inter-transmission times of messages that are periodically transmitted by an ECU will be impacted by its clock skew. If a naive adversary injects the spoofed periodic message from an ECU that is different from the spoofed ECU, the difference in the clock skew will affect the inter-transmission times. Hence, an ECU that receives periodically transmitted messages can estimate the clock skew of the transmitting ECU based on message inter-arrival times. The IDS located at the receiving ECU then detects an attack when an unexpected change in the estimated clock skew occurs (Fig. 1(a)).

In this paper, we analyze IDSs that use the clock skew for detection. Our key observation is that an intelligent adversary who realizes that the IDS at the receiver ECU computes the clock skew using message inter-arrival times can manipulate the inter-transmission times to match the clock skew of the targeted ECU and avoid detection. We refer to this intelligent
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Fig. 1: Clock skew estimated by the IDS at the receiver. (a) An IDS tracks the clock skew of the transmitter and detects deviations due to naïve masquerade attacks. (b) An intelligent masquerading adversary adds a delay $\Delta T$ to message inter-transmission times, in order to emulate the clock skew of the targeted ECU and bypass the IDS.

masquerade attack as the *cloaking attack*, as illustrated in Fig. 1(b). These results show that, while physical system properties such as clock skew may be helpful in providing security assurances and detecting attacks, intelligent adversaries may still evade detection when physical properties are filtered or mediated through compromised cyber components. Throughout this paper, we make the following specific contributions:

- We propose the cloaking attack, in which an adversary adjusts message timing and cloaks its clock to match the targeted ECU’s clock skew in order to avoid detection.
- We analyze the effectiveness of the proposed cloaking attack against two IDSs, including a state-of-the-art IDS and its adaptation to the Network Time Protocol (NTP).
- We introduce a new metric called Maximum Slackness Index (MSI) to quantify the effectiveness of a clock skew-based IDS in detecting masquerade attacks.
- We evaluate our attack on hardware testbeds, including a CAN bus prototype and a real vehicle (the University of Washington EcoCar). Our hardware evaluations show that the cloaking attack is successful against both IDSs during all hardware trials. We show that the NTP-based IDS has a smaller MSI than the state-of-the-art IDS, and is more effective at detecting masquerade attacks.

The rest of the paper is organized as follows. Section II explains the adversary model as well as clock-related concepts, and reviews the state-of-the-art IDS. The NTP-based IDS is introduced in Section III, and the cloaking attack is proposed in Section IV. Section V presents the experimental results. Section VI presents our conclusions and future work.

II. OVERVIEW OF CAN AND IDS

Below, we review the CAN protocol and relevant clock-related concepts. We then present the adversary model, introduce attack scenarios, and review the state-of-the-art IDS [5].

A. CAN Background

The CAN protocol [10], [11] is one of the most widely used in-vehicle networking standards. CAN is a broadcast bus network, which means that ECUs on the same bus are able to transmit any messages to any ECU and observe all ongoing transmissions. The CAN frame structure is illustrated in Fig. 2. It does not include encryption, authentication, or timestamps.

The CAN bus acts as a logical AND gate, that is, if two ECUs transmit simultaneously, the message with a smaller ID (higher priority) will be transmitted, through a process known as arbitration. For example, if messages 0x100 and 0x010 are transmitted simultaneously, the ECU that attempts to transmit its message ID 0x100 one bit at a time (starting from the most significant bit) will observe a 0 bit on the CAN bus although it had transmitted a 1, recognize that another ECU is transmitting a higher priority message, and stop its transmission.

B. Clock-Related Concepts

In this section, we follow the NTP definitions of clocks [8], [9], [12]. Let us first define $C_{true}$ as the “true” clock that runs at a constant rate, i.e., $C_{true}(t) = t$. Let $C_A(t)$ denote the time kept by clock $A$. The *clock offset* of $C_A$, denoted as $O_A(t)$, is the difference between the time reported by $C_A$ and the “true” time, i.e.,

$$O_A(t) = C_A(t) - C_{true}(t).$$  \hspace{1cm} (1)

The *frequency* of $C_A$ at time $t$ is given by $C_A'(t)$. The *clock skew* of $C_A$, denoted as $S_A(t)$, is the difference in the frequencies (or first derivatives) of $C_A$ and $C_{true}$, i.e.,

$$S_A(t) = C_A'(t) - C_{true}'(t).$$  \hspace{1cm} (2)

A positive clock skew means that $C_A$ runs faster than the true clock, while a negative clock skew implies that $C_A$ runs slower than the true clock. The unit of clock skew is microseconds per second ($\mu$s/s) or parts per million (ppm). For example, if $C_A$ is faster by $5\mu$s every 10ms according to $C_{true}$, then its clock skew relative to $C_{true}$ is 500ppm.

In-vehicle ECUs typically have constant clock skews [5]. Suppose that $C_A$ has a constant clock skew $S_A$. If $\Delta t$ is the time duration measured by $C_{true}$, the amount of time that has passed according to $C_A$ is $\Delta t_A = (1 + S_A)\Delta t$, and $\Delta t = \Delta t_A/(1 + S_A)$. Similarly, if there is a second non-true clock $B$ with a constant clock skew $S_B$ that reports a time duration of $\Delta t_B$, we have $\Delta t_B = (1 + S_B)\Delta t$. Then the clock skew of $C_B$ relative to $C_A$, denoted as $S_{BA}$, is given by

$$S_{BA} = \frac{\Delta t_B - \Delta t_A}{\Delta t_A} = \frac{S_B - S_A}{1 + S_A}.$$  \hspace{1cm} (3)

and the relationship between $S_{BA}$ and $S_{AB}$, that is, the clock skew of $C_A$ relative to $C_B$, is given by

$$S_{AB} = \frac{-S_{BA}}{1 + S_{BA}}.$$  \hspace{1cm} (4)

Fig. 2: Structure of CAN frame. Each frame consists of Start of Frame (SOF) field, Arbitration field, Control field, Data field, CRC field, ACK field, and End of Frame (EOF) field.
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When such a “true” clock does not exist, a non-true clock is chosen as the reference clock. Then relative offset and relative skew are defined for other clocks with respect to the reference clock. Two clocks are said to be synchronized at a particular moment if both relative offset and relative skew are zero.

C. Adversary Model and Attack Scenarios

Adversaries can compromise in-vehicle ECUs physically or remotely by exploiting various attack surfaces [1]. As in [5], we consider two types of attackers with different capabilities: 1) weak attacker, who is assumed to be able to suspend the transmission of messages of the weakly compromised ECU, but cannot inject any messages, and 2) strong attacker, who is assumed to be able to suspend messages of the fully compromised ECU and inject arbitrary attack messages.

The two types of attackers naturally lead to three attack scenarios: suspension, fabrication, and masquerade attacks. In a suspension attack, a weakly compromised ECU is prevented from transmitting certain messages, whereas in a fabrication attack, a fully compromised ECU injects fabricated messages with legitimate IDs. Since most in-vehicle CAN messages are periodic, the above two attacks would significantly change the frequency of certain messages, and thus can be easily detected by state-of-the-art IDSs [3], [6], [7], [13].

Masquerade attacks combine suspension and fabrication attacks. In a masquerade attack, two ECUs A and B are compromised by strong and weak attackers respectively (Fig. 3). The goal of the attack is to impersonate ECU B by injecting spoofed messages with ID=0x11 every $T$ sec. At $t = t_{\text{attack}}$, the weak attacker suspends ECU B’s transmission of message 0x11, and the strong attacker starts fabricating and injecting spoofed messages with ID=0x11 every $T$ sec.

D. Clock Skew-Based Detection

In-vehicle ECUs operate according to their local clocks with distinct clock skews, which can be exploited for fingerprinting. Methods proposed in [15]–[17], however, are not applicable to CAN since there are no transmit timestamps in CAN messages. To bypass this issue, the state-of-the-art IDS in [5] exploits the fact that almost all CAN traffic is periodic and uses message periodicity to extract and estimate the transmitters’ clock skews for detecting masquerade attacks and identifying the compromised ECU. We now review the IDS of [5].

1) Timing model for CAN: Fig. 4 illustrates the timing of a periodic message from the perspective of a receiving ECU R. Since only R’s timestamps are available, we consider its clock as the reference, and refer to the relative offset and relative skew of the transmitter’s clock as offset and skew, respectively.

Suppose that the transmitter transmits a message every $T$ sec according to its local clock. In the ideal case where the two clocks are synchronized, message $i$ will be transmitted at $t_i = iT$ in R’s clock. Due to clock skew, however, the actual transmission time is $t_i = iT + O_i$ in R’s clock, where $O_i$ is the accumulated offset since message 0. After a network delay of $d_i$ (due to message transmission, propagation and reception), the message arrives at the incoming buffer of R, and has a timestamp $a_i = iT + O_i + d_i + n_i$, where $n_i$ is zero-mean noise introduced by R’s timestamp quantization process [17]. Denote the inter-arrival time between messages $(i - 1)$ and $i$ as $T_{rx,i}$, which is given by

$$T_{rx,i} = T + (O_i - O_{i-1}) + (d_i - d_{i-1}) + (n_i - n_{i-1}) = T + \Delta O_i + \Delta d_i + \Delta n_i,$$

where $\Delta O_i$ is the clock offset in period $i$, and $\Delta d_i$ and $\Delta n_i$ are the differences in network delay and quantization noise, respectively, between periods $i$ and $(i - 1)$. Since messages with the same ID usually have the same length and experience a very similar network environment, it is reasonable to assume $\mathbb{E}[\Delta d_i] = 0$, as in [5]. Since $\mathbb{E}[n_i] = 0$ and hence $\mathbb{E}[\Delta n_i] = 0$, we have $\mathbb{E}[T_{rx,i}] = T + \mathbb{E}[\Delta O_i].$

1Strictly speaking, $t_i$ is the time when the transmitter puts the first bit of message $i$ into the outgoing buffer.

2For consistency, we adopt the version of formula $t_i = iT + O_i$ from [5], instead of $t_i = iT - O_i$, which is the version that is consistent with the NTP specifications. Nevertheless, it does not affect our following analysis.
2) Clock Skew Detector: To estimate the clock skew, the IDS processes incoming messages in batches of size $N$ (e.g., 20), and computes the “average offset” in the $k$-th batch,

$$O_{\text{avg}}[k] = \frac{1}{N-1} \sum_{i=2}^{N} [a_i - (a_1 + (i-1) \mu_T[k-1])],$$  \hspace{1cm} (5)

where $\mu_T[k-1]$ is the average inter-arrival time of the previous batch, and the quantity in the square brackets is the difference between the measured arrival time and the estimated arrival time for the $i$-th message.

When an average offset value is computed from the current batch, its absolute value is added to the accumulated offset,

$$O_{\text{acc}}[k] = O_{\text{acc}}[k-1] + |O_{\text{avg}}[k]|.$$  \hspace{1cm} (6)

It is then modeled as $O_{\text{acc}}[k] = S[k] t[k] + e[k]$, where $S[k]$ is the regression parameter, $t[k]$ the elapsed time, and $e[k]$ the identification error. To estimate the unknown parameter $S$, the Recursive Least Squares (RLS) algorithm is adopted, which minimizes the sum of squares of the modeling errors [18].

In a naive masquerade attack, the impersonating ECU has a clock skew different from the targeted ECU’s, which would cause significant identification errors. Hence, the identification error is considered as an indicator of an attack. The IDS tracks the normal clock behavior for messages with the target ID by tracking the mean and standard deviation of the identification errors (denoted as $e$). $\mu_e$ and $\sigma_e$ are updated only if $|e - \mu_e|/\sigma_e < \gamma$, where $\gamma$ is a preset update threshold. For detection, the Cumulative Sum (CUSUM) method, which derives the cumulative sums of deviations from the norm behavior [19], is implemented. Letting $\theta_e = (e - \mu_e)/\sigma_e$, the upper and lower control limits $L^+$ and $L^-$ are updated for each new error sample as:

$$L^+ = \max(0, L^+ + \theta_e - \kappa), \hspace{0.5cm} L^- = \max(0, L^- - \theta_e - \kappa),$$

where $\kappa$ is a sensitivity parameter. If either the control limit exceeds a preset detection threshold $\Gamma$, an unexpected change in the estimated clock skew is detected, and the IDS declares an attack. The values of $\gamma, \kappa$, and $\Gamma$ chosen in [5] are 3, 5, and 5, respectively. A more detailed workflow of the state-of-the-art IDS is provided in Appendix A.

3) Correlation Detector: It is pointed out in [5] that if two messages are from the same transmitter, their average offsets are likely to be equivalent and show high correlation (i.e., the correlation coefficient $\rho$ is close to 1), whereas two messages from different ECUs would have low correlation. Hence, the correlation detector keeps track of the correlation of two highly correlated messages, and declares a masquerade attack if $\rho$ is less than a detection threshold (e.g., 0.8). As a result, in cases where the impersonating ECU happens to have a similar clock skew with the targeted ECU, the masquerade attack may bypass the clock skew detector, but would still be detected by the correlation detector. It is important to note that the clock skew detector applies to any periodic message, but the correlation detector is only applicable to periodic messages with highly correlated average offsets.

We will use analytical and experimental analyses in Sections IV and V to show that not all pairs of messages from the same transmitter show high correlation. Specifically, we find that high correlation is more likely to exist between two messages that are consecutively transmitted by the same ECU and also consecutively received by the receiver.

III. NTP-based IDS

In this section, we present an adapted IDS that computes clock offsets and clock skews according to the NTP specifications, which is referred to as the NTP-based IDS.

The motivation for our NTP-based IDS is two-fold. First, we note that the metric in Eq. (5) is not consistent with the NTP definition in Eq. (1), since it does not calculate the time difference between the transmitter’s clock and the reference clock. In addition, it is assumed that $O_i$ is a random variable and $E[\Delta O_i] = 0$, which does not hold in general since offsets accumulate over time (e.g., if $i \gg j$, $E[O_i] \gg E[O_j]$). Our second motivation is the widespread use and acceptance of NTP as a timing mechanism for real-time systems, which raises the question of whether the NTP can be used for intrusion detection as well.

The main difference between the state-of-the-art IDS and the NTP-based IDS is clock skew estimation, as described below.

A. Clock Skew Estimation in NTP

In the NTP-based IDS, the accumulated offset up to message $i$ in Fig. 4 is modeled as a random variable $O_i = i0 + \epsilon_i$, where $O$ is the constant clock offset in each period $T$ due to the constant clock skew, and $\epsilon_i$ is the offset deviation due to ECU jitters. We assume that $\epsilon_i$’s are independent and identically distributed. Hence, the expected accumulated offset increases linearly in general as more messages are transmitted.

Consider two consecutively received messages with timestamps $a_{i-1}$ and $a_i$. From the receiver’s perspective, the message period is $T$ in the transmitter’s clock, which corresponds to $T_{rx,i} = a_i - a_{i-1}$ (i.e., the observed period) in the receiver’s clock. According to Eq. (1), the observed clock offset is

$$\hat{O}_i = T - (a_i - a_{i-1}) = -(O + \Delta \epsilon_i + \Delta d_i + \Delta n_i),$$

where $\Delta \epsilon_i = \epsilon_i - \epsilon_{i-1}$ and $E[\Delta \epsilon_i] = 0$. A batch of $N$ messages is used to compute the average offset of the $k$-th batch $O_{\text{avg}}[k]$,

$$O_{\text{avg}}[k] = \frac{1}{N} \sum_{i=1}^{N} \hat{O}_i = \frac{1}{N} \sum_{i=1}^{N} [T - (a_i - a_{i-1})] = T - \frac{a_N - a_0}{N},$$

where $a_0$ is the timestamp of the last message in the previous batch. The accumulated offset up to the last message of the $k$-th batch is given by:

$$O_{\text{acc}}[k] = O_{\text{acc}}[k-1] + N \cdot O_{\text{avg}}[k].$$  \hspace{1cm} (8)

Note that the original value of $O_{\text{avg}}[k]$ is used, instead of the absolute value as in the state-of-the-art IDS. The other components of the NTP-based IDS remains the same as the state-of-the-art IDS. More details are available in Appendix A.
TABLE I: Standard deviations (σ₁, σ₂, σ₃) of clock skews estimated by IDSs in three different cases. The NTP-based IDS has a significantly smaller σ than the state-of-the-art IDS, which demonstrates its consistency in clock skew estimation.

<table>
<thead>
<tr>
<th>Message ID</th>
<th>State-of-the-art IDS</th>
<th>NTP-based IDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x020</td>
<td>92.3682 12.0589 20.1717</td>
<td>0.3706 0.2000 1.7716</td>
</tr>
<tr>
<td>0x223</td>
<td>41.6631 16.2060 25.4885</td>
<td>0.3083 0.4429 1.6437</td>
</tr>
<tr>
<td>0x224</td>
<td>29.0736 17.0442 32.6059</td>
<td>0.8384 0.5491 2.3660</td>
</tr>
<tr>
<td>0x2C1</td>
<td>85.3753 7.9963 26.2618</td>
<td>0.0866 1.2191 5.2977</td>
</tr>
<tr>
<td>0x2C4</td>
<td>116.5630 13.0896 53.7820</td>
<td>1.0763 1.1599 3.5602</td>
</tr>
</tbody>
</table>

IV. PROPOSED CLOAKING ATTACK

In this section, we propose the cloaking attack, an intelligent masquerade attack, in which the adversary adjusts the inter-transmission time of spoofed messages to manipulate the estimated clock skew as well as correlation to bypass an IDS.

A. Cloaking Attack on Clock Skew Detector

Consider a message transmitted by the targeted ECU B every $T$ seconds (e.g., 20 ms) in its own clock, which corresponds to every $\hat{T} = T/(1 + S_B)$ seconds in the receiver R’s clock, where $S_B$ is B’s clock skew. For the ease of discussion, we ignore offset deviations and the noise in arrival timestamps due to network delay and quantization. Then B’s clock skew as estimated by R is given by $\hat{S} = (T - \hat{T})/T = S_B$.

In a masquerade attack, the weak attacker prevents the targeted message from being transmitted by ECU B. The strong attacker controlling ECU A transmits the false message every $T$ seconds, as measured by $C_A$ (Fig. 3). Hence, ECU R receives the message every $\hat{T}' = T/(1 + S_A)$ seconds, as measured by $C_R$, where $S_A$ is the clock skew between $C_R$ and $C_A$. The clock skew measured by ECU R for the messages injected by the attacker will then be $\hat{S}' = S_A$. Therefore, if $S_A \neq S_B$, then the IDS will detect a change in the estimated clock skew after the adversary begins transmitting.

The insight underlying our attack is that while the clock skew is a physical property, clock skew estimation in any IDS is based entirely on message inter-arrival times, which can be easily manipulated by the transmitter (i.e., the strong attacker controlling ECU A) adjusting the message inter-transmission times. Effectively, the adversary cloaks the skew of its hardware clock, thus motivating the term cloaking attack. Under the cloaking attack, instead of transmitting every $T$ seconds, the attacker-controlled ECU A transmits every $T = T + \Delta T$ seconds, in order to match the clock skew observed at R.

The choice of $\Delta T$ is discussed as follows. Under the cloaking attack, the inter-arrival time observed by R is

$$\hat{T}' = \frac{T}{1 + S_A} = \frac{T + \Delta T}{1 + S_A}$$

and the transmitter’s clock skew estimated by R is

$$\hat{S}' = \frac{T - \hat{T}'}{T'} = \frac{S_A \cdot T - \Delta T}{T + \Delta T}.$$  \hspace{1cm} (9)
Hence, to bypass the IDS, the adversary needs to choose $\Delta T$ such that $S' = S$, or equivalently $T'' = T$, which means
\[
\Delta T = \frac{S_A - S_B}{1 + S_B} \cdot T = \frac{-S_B A}{1 + S_B} \cdot T, \tag{10}
\]
where $S_{AB}$ is $A$'s clock skew relative to $B$'s clock, and the last two equalities are due to Eq. (3) and Eq. (4), respectively.

Therefore, the message inter-transmission time $T$ would be
\[
\hat{T} = T + \Delta T = T - \frac{S_B A}{1 + S_B} \cdot T = \frac{T}{1 + S_B},
\]
which is the period of the message from $B$ (i.e., weak attacker) measured by the local clock of $A$ (i.e., strong attacker).

To summarize, the cloaking attack is performed as follows. After the adversary compromises two ECUs as strong and weaker attackers, the strong attacker estimates the period of the target message $T$ as measured by its local clock. During the cloaking attack, the strong attacker transmits spoofed messages every $\hat{T}$ seconds. While the preceding analysis ignores the noise in the system, our results in Section V show that the cloaking attack is effective in a realistic environment.

**B. Maximum Slackness Index (MSI)**

In practice, the adversary will be unable to precisely match the clock skew of the targeted ECU due to hardware limitations. Deviations between the clock skew of the attacker and the targeted ECU, however, may still be mistaken for random delays and quantization errors by the IDS. These sources of randomness create an interval of $\Delta T$ that an adversary can introduce while remaining undetected; the more effective the detector, the smaller the interval of $\Delta T$ will be. We introduce a metric that formalizes this notion as follows. We first let $P_s(\Delta T)$ denote the probability of a successful cloaking attack when the added delay is $\Delta T$. We define the upper and lower limits of $\Delta T$ for a successful attack as
\[
(\Delta T)_{\text{max}}(\epsilon) = \max \{\Delta T : P_s(\Delta T) > 1 - \epsilon\}, \\
(\Delta T)_{\text{min}}(\epsilon) = \min \{\Delta T : P_s(\Delta T) > 1 - \epsilon\}.
\]

We define the $\epsilon$-Maximum Slackness Index ($\epsilon$-MSI) as
\[
\epsilon\text{-MSI} = (\Delta T)_{\text{max}}(\epsilon) - (\Delta T)_{\text{min}}(\epsilon).
\]
The normalized $\epsilon$-MSI is the ratio between of $\epsilon$-MSI (in $\mu$s) and the message period (in seconds), and its unit is ppm. Intuitively, a smaller value of $\epsilon$-MSI signifies a more effective detector and less freedom for the attacker, since the adversary’s clock skew must closely match the targeted ECU’s in order to remain undetected.

**C. Cloaking Attack on Correlation Detector**

In practice, it is not uncommon for an ECU to transmit multiple messages with the same or different periods and priorities (i.e., sibling messages). If the spoofed message has a sibling message with the same period and highly correlated offsets, the correlation detector can be deployed as the secondary countermeasure. Before introducing the cloaking attack on the correlation detector, let us discuss why two messages consecutively transmitted and consecutively received are more likely to have high correlation in average offsets. Due to space constraints, we focus on the NTP-based IDS, but the same logic is applicable to the state-of-the-art IDS.

Denote the $i$-th message in the $k$-th batch for messages $v$ and $w$ as $v_{k,i}$ and $w_{k,i}$, which are transmitted at $t_{k,i}^{(v)}$ and $t_{k,i}^{(w)}$, respectively. Without loss of generality, suppose that $w_{k,i}$ is transmitted right after $v_{k,i}$. Let $\Delta t$ be the transmission duration of each message, which is constant, given the fixed message length and CAN bus speed. Hence, we have $t_{k,i}^{(w)} = t_{k,i}^{(v)} + \Delta t$.

Let us consider the first case where $v_{k,i}$ and $w_{k,i}$ are received consecutively at $a_{k,i}^{(v)}$ and $a_{k,i}^{(w)}$, which means no other messages with higher priority IDs are received between $a_{k,i}^{(v)}$ and $a_{k,i}^{(w)}$ due to arbitration. For simplicity, we assume constant network delays for both messages (denoted as $d_v$ and $d_w$, respectively), and ignore quantization noise at the receiver. Therefore we have $a_{k,i}^{(w)} = a_{k,i}^{(v)} + \Delta t + (d_w - d_v)$.

In the NTP-based IDS, the estimated average offset for messages $v$ and $w$ in the $k$-th batch are
\[
O_{\text{avg}}^{(v)}[k] = T - \frac{1}{N} \left( a_{k,N}^{(v)} - a_{k,0}^{(v)} \right) = -O_{\text{avg}}^{(v)} - \frac{1}{N} \left( \epsilon_{k,N}^{(v)} - \epsilon_{k,0}^{(v)} \right) = O_{\text{avg}}^{(v)}[k], \tag{11}
\]
Since $O_{\text{avg}}^{(v)}[k]$ and $O_{\text{avg}}^{(w)}[k]$ are the $k$-th realizations of the random variables $O_{\text{avg}}^{(v)}$ and $O_{\text{avg}}^{(w)}$, respectively, Eq. (11) implies $O_{\text{avg}}^{(w)} = O_{\text{avg}}^{(v)}$, and thus their correlation coefficient $\rho$ is as high as 1. In general, as long as the two messages are received with a constant delay (consecutive reception is a special case), they will have high correlation. In practice, however, the correlation would slightly decrease due to network delay variations and quantization noise at the receiver.

Next we examine the second case in which messages with higher priority IDs are received in between the two messages. Let the arbitration delay be $d_{k,i} \geq 0$, and thus $a_{k,i}^{(w)} = a_{k,i}^{(v)} + \Delta t + (d_w - d_v) + d_{k,i}$. Then we have
\[
O_{\text{avg}}^{(w)}[k] = O_{\text{avg}}^{(v)}[k] - \frac{1}{N} (d_{k,N} - d_{k,0}), \tag{12}
\]
where the second term may be considered as the $k$-th realization of a random variable $D$, independent of $O_{\text{avg}}^{(v)}$ and $O_{\text{avg}}^{(w)}$.

Therefore, we have $O_{\text{avg}}^{(w)} = O_{\text{avg}}^{(v)} + D$, and
\[
\rho \left( O_{\text{avg}}^{(v)}, O_{\text{avg}}^{(w)} \right) = \frac{\sqrt{\text{Var}(O_{\text{avg}}^{(v)})}}{\sqrt{\text{Var}(O_{\text{avg}}^{(v)}) + \text{Var}(D)}} < 1.
\]
As a result, depending on the variance of arbitration delay, the correlation in the second case may be much smaller than 1.

On the other hand, if two messages are transmitted from different ECUs, we have $O_{\text{avg}}^{(w)}[k] = -O^{(v)} - \frac{1}{N} \left( \epsilon_{k,N}^{(v)} - \epsilon_{k,0}^{(v)} \right)$.

\footnote{This is another requirement for two messages to be highly correlated: the two consecutively transmitted messages needs to be processed as simultaneously as the $i$-th message in the $k$-th batch.}
Since \( \{\epsilon_{k,i}^{(v)}\} \) and \( \{\epsilon_{k,i}^{(w)}\} \) are independent, \( O_{avg}^{(w)} \) is also independent of \( O_{avg}^{(v)} \), which implies \( \rho \approx 0 \). The above analysis is supported by our hardware evaluation (Section V-D).

Hence, the attacker adopts the following strategy to thwart the correlation detector. Before the attack, the attacker observes the targeted message for a certain duration and identifies any sibling messages. During the attack, the strong attacker-controlled ECU A transmits a spoofed message immediately after a sibling message is received. Since the spoofed and sibling messages are transmitted almost consecutively, their average offsets will be equivalent and highly correlated (Eq. (11)). Note that Eq. (11) also implies that their estimated accumulated offsets and clock skews will be equivalent, thus bypassing the clock skew detector at the same time.

V. EVALUATION

In this section, we evaluate the performance of the proposed cloaking attack on two CAN bus testbeds, and demonstrate that the cloaking attack is able to bypass both the state-of-the-art and the NTP-based IDSs. We first describe our testbeds, followed by an illustration of a single trial run of our proposed attack. We then give detailed results for the cloaking attack against both the clock skew and correlation detectors.

A. Testbeds

We built two CAN bus testbeds: a CAN bus prototype and a CAN testbed on a real vehicle (University of Washington EcoCar, a 2016 Chevrolet Camaro [21]). Compared with the prototype with three ECUs, the EcoCar has 8 stock ECUs and 2 experimental ECUs. There are a total of 89 messages with different IDs, and 2500+ messages are being exchanged every second. The EcoCar testbed provides a real CAN environment to evaluate and demonstrate the proposed cloaking attack.

1) CAN Bus Prototype: As shown in Fig. 6(a), our CAN bus prototype consists of three ECUs. Each ECU is composed of an Arduino Uno board and a Sparkfun CAN bus shield. The CAN bus shield uses a Microchip MCP2515 CAN controller, a Microchip MCP2551 CAN transceiver, and 120Ω terminator resistors. The bus speed of the prototype is set to 500 Kbps as in typical CAN buses. ECU 1 is the receiving ECU (i.e., the IDS) that log all messages. ECU 2 is the targeted ECU controlled by the weak attacker that transmits message 0x18 4 every 100 ms (i.e., 10 Hz). ECU 3 is the strong attacker that impersonates ECU 2 in a masquerade or cloaking attack.

2) EcoCar CAN testbed: As shown in Fig. 6(b), the CAN bus prototype is connected to the in-vehicle CAN bus of the EcoCar via the On-Board Diagnostics (OBD-II) port to build the EcoCar testbed. During our experiments, the EcoCar is in the park mode in an isolated and controlled environment, but all ECUs are functional and actively exchange CAN messages, and ECUs in the park mode have almost the same constant clock skews as in the drive mode.

Due to large CAN traffic and limited computing capability, the Arduino-based ECU is not able to log all messages on the CAN bus. Hence, we build a fourth ECU that consists of a Raspberry Pi 3 and a PiCAN 2 board (which has the same CAN controller and transceiver as in the CAN bus prototype) as the receiving ECU. A stock ECU is considered as the targeted ECU (the weak attacker) which transmits message 0x184 every 100 ms (i.e., 10 Hz), and the Arduino-based ECU 3 acts as the strong attacker that injects spoofed messages.

B. Example of NTP-based IDS

For illustration, we first describe a single execution of the masquerade attack and the behavior of the NTP-based IDS. We compare the masquerade attack without cloaking and our proposed cloaking attack. In the example, we set the update threshold \( \gamma \) to 4 and the detection threshold \( \Gamma \) to 5 for the NTP-based IDS. For the data collected from the CAN bus prototype, the sensitivity parameter \( \kappa \) is set to 5.

The IDS first tracks the clock skew of message 0x11 from the targeted ECU for 1000 seconds, before the attack happens. Then the IDS is fed with the timestamps of attack messages. For the masquerade attack, the strong attacker transmits every \( T = 100 \) ms as per its local clock. For the cloaking attack, the strong attacker observes the inter-arrival time of message 0x11 to be around 100040 \( \mu s \), and then sets the message inter-transmission time to \( T = 100040 \) \( \mu s \), where \( \Delta T = 40 \) \( \mu s \).

As shown in Fig. 7, when the masquerade attack happens, the average offset immediately jumps from around \(-12 \) \( \mu s \) to around \( 28 \) \( \mu s \) (Fig. 7(a)), and the slope changes from \(-118.9 \) ppm to \( 275.3 \) ppm (Fig. 7(b)), because of the very distinct clock skews between targeted and impersonating ECUs. As a result, such deviations add up and cause the control limits of the IDS to increase (Fig. 7(c)). In contrast, under the cloaking attack, the average offset stays almost the same as the original curve, as does the slope of the accumulated offset. Since the deviations are so small, the control limits are always zero, and thus the IDS is unable to detect the cloaking attack (Fig. 7(d)). Tests on the EcoCar testbed lead to similar observations.

C. Performance of Cloaking Attack on Clock Skew Detector

When launching the cloaking attack, the impersonating ECU (Arduino-based) transmits every 100040 \( \mu s \) (\( \Delta T = 40 \) \( \mu s \)) on the CAN bus prototype to spoof the 10 Hz message 0x11, and
An attack is successful if it is undetected by the IDS, and the CAN bus prototype and the EcoCar testbed separately. We collected 8.5 hours of attack data from every 99971 μs (ΔT = −29 μs) to spoof message 0x184 on the EcoCar testbed. We collected 8.5 hours of attack data from the CAN bus prototype and the EcoCar testbed separately.

To simulate the cloaking attack, the IDS is fed with 1000 batches of normal data, followed by nattack batches of attack data in each experiment. We assume perfect timing for the cloaking attack, i.e., the first attack message is received at the next expected time instant of the targeted message. The impact of mismisting on the cloaking attack is studied in Appendix B. An attack is successful if it is undetected by the IDS, and failed otherwise. A total of 100 non-overlapping segments of size nattack are prepared from the attack data to simulate 100 independent attacks. To measure the attack performance, we compute successful attack probability, denoted as P_s, which is the percentage of experiments where the attack is successful.

We consider the state-of-the-art IDS and the NTP-based IDS with batch size equal to 20. For the state-of-the-art IDS, the update threshold γ is set to 3 and the detection threshold Γ is 5 [5]. For the NTP-based IDS, we use γ = 4 and Γ = 5. For the data collected from the CAN bus prototype, the sensitivity parameter κ is set to 5 for both IDSs. It is set to 8 for the data collected from the EcoCar testbed to avoid false alarms.

For the value of ΔT achieved in our evaluation, the probability of successful attack was 1 against both the NTP-based IDS and the state-of-the-art IDS (Fig. 8, dashed line). In order to gain additional insight into the performance of each IDS under cloaking attack, we generated additional data sets by adding different values of ΔT to the message inter-arrival times, and then analyzed the new datasets using both IDSs.

On the CAN bus prototype, with nattack = 20 and ϵ = 0.05, the ϵ-MSI value for the state-of-the-art IDS is 22.5 μs (Fig. 8(a)), but only 11.5 μs for the NTP-based IDS (Fig. 8(c)). Hence, it is much easier for the cloaking attack to bypass the state-of-the-art IDS than the NTP-based IDS. We also found that increasing nattack has little impact on ϵ-MSI for the state-of-the-art IDS, which is 20.5 μs for nattack = 40 or 60, but significantly impacts ϵ-MSI of the NTP-based IDS, which varies from 11.5 μs to 2.5 μs as nattack is increased from 20 to 60. This result suggests that the performance of the NTP-based IDS improves over the attack duration. Another interesting observation is that the P_s curves are skewed instead of symmetric. This is because when the Arduino-based ECU starts operating, its clock skew slowly decreases due to the temperature change in hardware. As a result, the IDS tends to overestimate the clock skew, and is more sensitive to a larger positive delay (that would further decrease the clock skew).

ϵ-MSI for the state-of-the-art IDS increases significantly for a real vehicle, as shown in Fig. 8(b), due to the significantly heavier CAN traffic compared to the prototype, which reduces the effectiveness of the detection. As an example, a cloaking attack with ΔT between −1029 μs and 1021 μs can bypass the state-of-the-art IDS with 100% probability regardless of nattack. For the NTP-based IDS with ϵ = 0.01, ϵ-MSI is 10.5 μs for nattack = 20, and 3 μs for nattack = 60. Hence, in the real vehicle, as in the CAN prototype, the NTP-based IDS is more effective in detecting masquerade attacks than the state-of-the-art IDS. The proposed cloaking attack, however, is still able to thwart both detection schemes when ΔT is chosen to be within the interval [(ΔT)min(ϵ), (ΔT)max(ϵ)].
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Fig. 9: Scatter plot of the average offsets of sibling messages and attack messages under cloaking attack. The correlation coefficient is above 0.9 in the EcoCar testbed, and hence is comparable to the coefficient for consecutive messages.

D. Performance of Cloaking Attack on Correlation Detector

In this section, we demonstrate and evaluate the cloaking attack on the correlation detector. On the CAN bus prototype, the targeted message is 5 Hz. When launching the cloaking attack, the Arduino-based impersonating ECU transmits a spoofed message 0x11 after it observes a sibling message of the targeted message, with a constant delay of 100 ms. On the EcoCar testbed, two 100 Hz messages 0xC1 and 0xC5 from a stock ECU are identified to be highly correlated. We choose 0xC5 as the target, and 0xC1 as its sibling message. Due to limited computing capabilities, the Arduino-based ECU is not able to receive all messages on the CAN bus, filter for the sibling message, and transmit the spoofed message. Hence, we use the Raspberry-Pi-based ECU as the impersonating ECU. It injects messages with a non-conflicting ID 0xC0, instead of 0xC5, in order to avoid any undesirable impact on the EcoCar. A total of 14 hours and 1.2 hours of attack data were collected from the CAN bus prototype and the EcoCar testbed, respectively. As a baseline, we collected 4.7 hours of normal data with one ECU transmitting two messages consecutively on the CAN bus prototype. For the EcoCar testbed, since the targeted message is not suspended (for safety), the data we collected also contains the normal data. The same settings in Section V-C are used for state-of-the-art and NTP-based IDSs.

Fig. 9 shows a typical scatter plot of average offsets of the sibling message and the attack message, when the cloaking attack is mounted. For the CAN bus prototype, the correlation is 0.76 and 0.90 for state-of-the-art and NTP-based IDSs, respectively. This is mainly because an Arduino-based ECU is dedicated to transmission, which implies a smaller jitter and offset deviation, while the quantization error is quite significant due to the Arduino’s 4 µs time resolution. On the EcoCar testbed, the cloaking attack can achieve correlation up to 0.95 and 0.92 for state-of-the-art and NTP-based IDSs.

To understand the correlation relationship between pairwise messages on the EcoCar testbed, we examine 17 messages from 5 ECUs with periods of 10 ms, 12 ms or 100 ms, based on the ground truth provided by the manufacturer. All pairs of messages are classified into the following three categories: 1) from the same ECU and (almost always) received consecutively, 2) from the same ECU but not received consecutively, or 3) from different ECUs. Correlation values are computed using 200 batches. As illustrated in Fig. 10, for two messages from different ECUs, their correlation is generally low (e.g., less than 0.2) for both state-of-the-art and NTP-based IDSs. In addition, not all pairs of messages from the same ECU have high correlation: 81% of them have correlation less than 0.6, and there are only 5 pairs with correlation higher than 0.9 for both IDSs. We checked such pairs and confirmed that their messages are always consecutively received. This result is indeed consistent with our analysis in Section IV-C.

Next we evaluate the performance of the cloaking attack. An attack on the correlation detector is successful if the resulting correlation is higher than or equal to the detection threshold $\Gamma_{corr}$, and failed otherwise. A total of 100 experiments using the attack data are conducted, each consisting of 50 batches, to compute the successful attack probability $P_s$. Intuitively, a higher $\Gamma_{corr}$ may cause a IDS to report a false alarm, i.e., declaring an attack when there is actually none. The false alarm probability $P_{fa}$ is equal to the percentage of experiments where the IDS reports a false alarm. A total of 80 experiments using the normal data are conducted to compute $P_{fa}$.

Fig. 11 illustrates $P_s$ and $P_{fa}$ as a function of the detection threshold $\Gamma_{corr}$. As we can see, a larger $\Gamma_{corr}$ decreases $P_s$, making the attack more difficult, but also leads to more false alarms. On the CAN bus prototype, the state-of-the-art IDS
needs to set $\Gamma_{corr}$ to 0.54 to ensure $P_{fa} \leq 5\%$, at which point we have $P_s = 100\%$. For the NTP-based IDS, when $\Gamma_{corr}$ is 0.68, we have $P_{fa} \leq 5\%$ and $P_s = 98\%$. It demonstrates that the cloaking attack is able to effectively bypass both IDSs.

On the EcoCar testbed, when $\Gamma_{corr}$ is 0.8, $P_s$ is 95\% and 96\% for state-of-the-art and NTP-based IDS, respectively. Since the two messages have very high correlation under the normal condition, $\Gamma_{corr}$ may be set to 0.975 without any false alarm. At this point, $P_s$ for state-of-the-art and NTP-based IDSs is 89\% and 80\%, respectively. It is important to note that such attack performance is already achieved with a lower-end ECU based on Raspberry Pi, and we would expect $P_s$ to increase when the cloaking attack is mounted by the strong attacker inside a vehicle, which is left as our future work.

VI. CONCLUSION

This paper investigated masquerade attacks on in-vehicle networks, in which an adversary compromises ECUs to inject spoofed messages claiming to be from a targeted ECU. Recent works have proposed using the ECU’s clock skew as a fingerprint to detect attacks and identify the compromised ECU, resulting in clock skew-based IDSs that make use of first- and second-order moments. In this paper, we proposed the cloaking attack on such IDSs, in which an adversary manipulates the inter-transmission times of spoofed messages in order to match the clock skew of the targeted ECU. We evaluated the cloaking attack on a CAN bus prototype and a real vehicle, and showed that the state-of-the-art IDS was deceived in all test cases. We also proposed and evaluated an adapted IDS based on the NTP. In order to quantify the effectiveness of an IDS, we presented a new security metric, the Maximum Slackness Index, which is the range of added delay that the adversary can introduce without being detected. This work makes the case that the impact of coupling between cyber and physical components in CPS security needs to be understood, especially when attempting to leverage physical invariants arising from physical components to provide security assurances.
A. Workflow of Clock Skew-Based IDS

Fig. 12 describes the workflow of a clock skew-based IDS. The following steps are applicable to both the state-of-the-art IDS in [5] and the NTP-based IDS that we propose. An IDS consists of two blocks: clock skew estimation and Cumulative Sum (CUSUM). The clock skew estimation block takes the timestamps of \( N \) newly arrived messages as input. For the \( k \)-th batch, the state-of-the-art IDS computes the average offset \( O_{avg}[k] \) and the accumulated offset \( O_{acc}[k] \) according to Eq. (5) and Eq. (6), respectively, whereas the NTP-based IDS follows Eq. (7) and Eq. (8). Then the identification error \( e[k] \) is computed, and used to obtain the updated clock skew \( S[k] \) using the Recursive Least Square algorithm [5], [18].

The CUSUM block takes the identification error as input. It starts to maintain the statistics of all past identification errors, i.e., mean and standard deviation, after \( n_{init} \) (e.g., 50) error samples are received. Then the new error sample is first normalized, and used to update the control limits. If either the upper or lower control limit \( L^+ / L^- \) exceeds the detection threshold \( \Gamma \), the IDS declares an attack. In order to be robust against noise, if the normalized error \( e'[k] \) is less than the threshold \( \gamma \), the error statistics will be updated using the new error sample \( e[k] \) and all past error samples; otherwise, \( e[k] \) will be dropped and error statistics will not be updated.

B. Impact of Mistiming on Cloaking Attack

In a masquerade or cloaking attack, the strong attacker needs to start transmitting the spoofed message at the time constant at which the targeted message should have been transmitted, if it had not been suspended. It naturally raises the question whether mistiming affects the cloaking attack performance. In this simulation, we introduce a mistiming delay (either positive or negative) between the last message of normal data and the first message of attack data, in addition to the message period.

The IDS is fed with 1000 batches of normal data, followed by \( n_{attack} \) batches of attack data with a batch size of 20 in each experiment. \( \Gamma \) is 5 for both IDSs, and \( \gamma \) is set to 3 and 4 for state-of-the-art and NTP-based IDSs, respectively. Also, \( \kappa \) is set to 5 for the CAN bus prototype and to 8 for the EcoCar testbed, respectively.

Fig. 13 shows the impact of the mistimed cloaking attack on the state-of-the-art IDS and the NTP-based IDS. If the strong attacker can inject the first attack message on the proper time, the cloaking attack can bypass both IDSs.