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Abstract

Controlled Multi-Batch Self-Assembly of Micro Devices

by Xiaorong Xiong

Chair of Supervisory Committee:

Professor Karl F. Böhringer
Department of Electrical Engineering

A technique is described for assembly of multiple batches of micro components onto a single

substrate. The substrate is prepared with hydrophobic alkanethiol-coated gold binding sites.

To perform assembly, a hydrocarbon oil is applied to the substrate and wets exclusively the

hydrophobic binding sites in water. Micro components are then added to the water, and

assembled on the oil-wetted binding sites. Moreover, assembly can be controlled to take

place on desired binding sites by using an electrochemical method to de-activate specific

substrate binding sites. By repeatedly applying this technique, different batches of micro

components can be assembled to a single substrate sequentially. As a post assembly proce-

dure, electroplating is incorporated into the technique to establish electrical connections for

assembled components. Important issues presented are: substrate fabrication techniques,

electrochemical modulation by using suitable alkanethiol (dodecanethiol), electroplating of

tin and lead alloy, surface energy and surface tension force simulation and binding site de-

sign simulations. Finally, We demonstrate: a two-batch assembly of silicon square parts,

electrical connectivity establishment by electroplating contacts to assembled surface-mount

light emitting diodes (LEDs) and self-assembly of nano devices such as polystyrene beads.
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Chapter 1

INTRODUCTION

1.1 Background and motivation

The development of micro electromechanical systems (MEMS) has been based on the tech-

niques and tools traditionally used for the silicon integrated circuits (IC) industry. In Pe-

terson’s paper [1] of 1982, he envisioned a major trend towards silicon machining motivated

by the excellent mechanical properties of single crystal silicon. In the past two decades, re-

search and development have demonstrated novel devices based on bulk and surface micro

machining.

More recently, pioneering research has extended the traditional semiconductor manu-

facturing techniques into smaller scales and into a much wider variety of application fields.

With the latest innovative fabrication techniques, micro structures and devices have been

manufactured by using new materials beyond the silicon, such as plastics, alloys, ceramic,

polymer, piezo-materials and biomaterials. A wide range of micro functionalities (commu-

nicating, sensing, actuating, computing etc.) have been developed. Successful commercial

products include accelerometers as in air bag sensors [2–4] or micro-fabricated printer

heads [5]. More recently, invented at Bell labs, Lucent’s commercial WaveStar(TM) optical

switches use arrays of microscopic mirrors to steer optical signals between optical fiber,

which enables the all optical networks. The digital mirror device (DMD) developed and

commercialized by Texas Instruments’ have been used as digital light switches for display

systems. The surface-machined mirrors with controlled movement are used to precisely

project light source [6]. In the wireless communication areas, radio frequency (RF) MEMS

switches have been developed with the advantages of low power consumption and high iso-

lation compared to positive intrinsic negative (PIN) diodes or field effect transistor (FET)



2

switches [7]. In addition, advances in BioMEMS have found promising applications in the

areas including development of microfluidic systems, medical diagnostics and therapeutical

devices [8–14].

With all these innovative developments, a large variety of functionalities have emerged.

Integration of these functionalities into compact, reliable micro systems with high perfor-

mance has become an important issue. In general, integration methods can be divided into

two classes: monolith and hybrid integration. Monolithic integration, as a wafer level pro-

cess, is realized by fabricating all the functionalities through the same process on a single

wafer [15–18]. It is widely used for micro electronics, which provides low cost integration

particularly in large volume. On the downside, monolithic integration is often limited by

poor compatibility between functionalities’ fabrication processes or materials. To circum-

vent the problems caused by the incompatibility, hybrid integration is used. It can integrate

functionalities from different fabrication processes and different materials, and therefore in-

crease the flexibility of the system. As hybrid integration is realized by assembly of the

different functionalities after fabrication, the development of an efficient low cost assembly

method is of great importance. In the following sections, we will review and discuss dif-

ferent techniques for assembly at the micro scale, which are referred to as micro-assembly

techniques in the rest of this dissertation.

1.2 Micro-assembly

Micro-assembly, as an important step in hybrid integration, provides a solution to cir-

cumvent the difficulties caused by monolithic integration. In general, micro-assembly is

performed after each batch of the individual devices is fabricated and tested separately, and

prior to other packaging processes. As advantages, micro-assembly allows micro devices

to be fabricated through optimized processes and materials; with independent tests of each

component before integration. Therefore, the reliability of the final system can be improved.

A thorough study and analysis of various micro assembly strategies was presented by

Cohn [19]. A number of techniques developed to assemble micro components into complex

systems can be divided into two major categories: serial and parallel assembly. In the serial
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assembly category, ”pick and place” methods are used to perform the assembly. In the

parallel assembly category, wafer-to-wafer transfer and self-assembly approaches have been

developed.

1.2.1 “Pick and place”

As a straightforward approach, conventional “pick and place” serial assembly methods have

been adopted in the micro domain by using miniaturized robots and tools for moving and

placing parts with high precision. There are two major concerns about this technique: time

efficiency and the “sticking problem”. The first is due to the serial manipulation. When a

large number of parts need to be assembled, the time for assembly will be limited by the

number of manipulators. Hence, this method might only be applicable to systems consisting

of rather small number of components.

The ”sticking problem” is caused by the adhesive forces between manipulator surfaces

and parts. With parts smaller than a millimeter, the forces primarily due to electrostatic,

van der Waals or surface tension, are significant compared to gravitational force [20]. To

overcome the ”sticking problem”, robots and manipulators with special design [21] or with

feedback controlled have been used [22–24]. For assembly of nano parts, atomic force mi-

croscopes (AFMs), scanning electron microscope (SEM) and focus ion beam (FIB) systems

to perform manipulating, positioning and assembly [25–27].

In order to accomplish efficient micro assembly of a very large number of components,

parallel assembly approaches have emerged, falling into two major categories: wafer-to-wafer

transfer and self-assembly.

1.2.2 Wafer-to-wafer transfer assembly

Micro-assembly of different components can be realized by transferring micro structures

between aligned wafers [28–30]. In [28, 29], two wafers, a donor wafer and a target wafer,

are prepared with different micro structures. To integrate them, the donor wafer is first

aligned with the target wafer, and then it is pressed against the target wafer with metal

bumps. With reflow, the metal bumps can bond the micro structures on the donor wafer to
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the target wafer. When the donor wafer is moved away from the target, specifically designed

”tethers” on these micro structures will break and the micro structures will be assembled

to the target wafer.

1.2.3 Self-assembly

Self-assembly refers to assembly processes that organize individual components into struc-

tures without human intervention [31]. It can also be described as a stochastic assembly

process which takes place spontaneously without external control. Self-assembly widely

happens in nature, with self-assembled systems ranging from bacteria to solar systems. As

an example, complex supramolecular frameworks have been formed from “programmed”

molecular subunits spontaneously by self-assembly [32,33].

In technology, processes have been developed to imitate what happens in nature to self-

assemble different components and organize them into desired structures and functional

systems. A large variety of methods, in place of the traditional assembly methods widely

used at the macro scales, have been created by using different driving mechanisms. They

can be applied to build integrated systems, particularly at micro or nano scales. To describe

the methods in the self-assembly category in general, assembly of a large number of identical

micro parts occurs on specifically designed identical target sites. The assembly of all the

micro components takes place simultaneously and the final assignment of each part to its

destined site is random. Self-assembly methods can be divided into different categories in

terms of driving forces such as electrostatic forces, magnetic forces, surface tension forces

etc.

Complementary geometric shape recognition

Yeh and Smith developed a process called fluidic self-assembly (FSA(TM)) [34, 35]. When

fluid with trapezoidal micro components flows on a substrate with complementary holes, the

parts can be trapped into the holes, and therefore be assembled on the substrate (Fig. 1.1).

After assembly, the substrate is planarized and a metallization process is performed to

establish electrical connections for the parts.
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As a commercialized patented process, FSA(TM) has been applied to produce flexible

display systems, and more recently to manufacture high-volume low cost radio frequency

identification (RFID) products [36].

Figure 1.1: An illustration of FSA(TM) process. The holes on the substrate have three
dimensional complementary shapes with the parts. Parts can be assembled and fill in the
holes [36].

Magnetic driving force

The methods in this category use magnetic forces to drive the assembly [37–39]. In [37],

magnetic nano wires suspending in fluid have been assembled with the help of magnetic

forces to align them with designed orientation. In [38, 39], superparamagnetic colloidal

particles have been assembled to desired 2D patterns by magnetic forces. Different methods

have been demonstrated to control the number of beads deposited [38]. By switching the

magnetic forces from repulsive to attractive, the particles can be moved into holes on a

substrate, and vice versa [39].

Electrostatic driving force

Electrostatic forces have been used to assemble components ranging from nano to millimeters

to construct complex 2D or 3D structures [40–44]. Böhringer et al. have proposed a self-

assembly approach by employing electrostatic driving force applied to microscopic parts
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such as surface mount capacitors, with the aid of ultrasonic vibration to overcome and

eliminate friction and adhesion [42]. In [43], an electrostatic self-assembly approach is

applied to selectively pattern charged 10µm gold disks on a substrate. Grzybowski et al.

have successfully demonstrated self-assembly and organization of two types of macro crystals

by using electrostatic force. Two different polymetric crystals are charged oppositely with

agitation on a gold surface. With the electrostatic force between the crystals, they can be

self-assembled into well-organized structures and the structures can be controlled by the

ratio between the different crystals [44]. Results from assembly of different combinations of

crystals are shown in Fig 1.2.

Figure 1.2: Two types of macro crystals of different materials are self-assembled and orga-
nized in certain patterns by electrostatic forces. The patterns are determined by the ratio
of the two crystals [44].

Chemical and biological binding force

As inspired by nature, self-assembly approaches have developed by using biological and

chemical binding forces between certain molecules such as DNA and protein [45–47]. For

applications in chemical (biological) sensing and detection, cells have to be attached and

patterned. Self-assembly and patterning of different cell populations methods been success-

fully demonstrated in the area of cell biology [45,46]. In [45], an electrochemical reduction

has been used to change the surface chemistry in order to control the cell culture. In [46],

a thermally reactive polymer has been deposited on fabricated micro heater arrays. By
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using the heaters to change the polymer surface property, protein patterning and selective

adsorption and growth of cell cultures can be accomplished. In [47], self-assembly of nano

beads, Au particles and micro devices have been accomplished by using the hybridization of

single strand (ss)- to double-stranded (ds) DNA and the bonding between ligand (avidin)

and receptor (biotin).

Surface tension driving force

Surface tension force, which scales linearly with dimension, becomes dominant at the micro

domain. It is capable of driving micro scale motions for various applications: high-resolution

wet printing [48,49]; a liquid-metal micromotor [50]; three-dimensional hinged micro struc-

tures [51] and formation of micro optical lens [52]. It can also be involved as the driving

force for micro-assembly. Syms et al. review the state of the art surface-tension driven

packaging and self-assembly approaches in [53]. In particular, success has been achieved in

creating a large variety of micro structures by self-assembly of objects using surface tension

forces at micro and even nano scale [54–60].

Whitesides and coworkers first developed a strategy driven by surface tension force to

self-assemble millimeter light emitting diodes (LEDs) into simple electrical circuits [56,57].

To prepare for the assembly, the parts are patterned with active hydrophobic surfaces and

protective hydrophilic surfaces. The assembly is the result of both geometric shape matching

and the hydrophobic interaction with the presence of a hydrophobic ultraviolet (UV) curable

lubricant in an aqueous environment. Later three-dimensional electronic networks [55] have

been built from millimeter-sized functional parts, by using liquid solder to self-assemble and

align polyhedral parts (Fig. 1.3(a)).

Srinivasan et al. adopted the capillary force driven assembly technique in [56, 57] to

assemble microscopic parts onto desired sites on silicon and quartz substrates [58, 59] by

using a hydrocarbon polymer as the lubricant. It has succeeded in self-assembling micro-

mirrors onto a substrate with desired configuration shown in Fig. 1.3(b) [54]. In general,

the substrate is patterned with hydrophobic alkanethiol self-assembled monolayer (SAM)

coated gold patterns on hydrophilic background. A lubricant, deposited exclusively on
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the hydrophobic patterns, is used to attract and assemble the microscopic parts on to

a single substrate in water, and the lubricant is then hardened to physically bond the

parts. Recently, self-assembled arrays of GaAs/GaAlAs LEDs on a flexible curved substrate

have also been demonstrated in [60]. In this approach, metal solder has been used as the

lubricant to establish both physical and electrical connectivity between the LEDs and a

flexible substrate (Fig. 1.3(c)).

Figure 1.3: Surface-tension-driven assembly results: (a) a self-assembled three dimensional
network of polyhedrons [55]; (b) an array of functional micro mirrors self-assembled on a
single silicon substrate [54] and (c) a curved flexible substrate with arrays of self-assembled
GaAs/GaAlAs LEDs [60].

1.2.4 Multi-batch self-assembly

In summary, surface tension force, as a dominant force at the micro scale, has demonstrated

the capability of driving self-assembly of micro and millimeter parts with high alignment

precision and yield [55–61]. However, in all the studies in the surface-tension-driven cat-

egory, parallel assembly has been performed with only one batch of identical components

(Figs. 1.3). For the assembled devices, either none or only one electrical connection was

established.

In practice, as a system integration method, assembly of different functionalities is nec-

essary. In addition, multiple electrical connections for assembled parts might be required.

Therefore, for general micro devices assembly, we develop a new approach to assemble mul-

tiple batches of components followed by establishment of multiple electrical connections in
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a parallel manner.

In principle, our self-assembly method is driven by capillary force and it proceeds on

specially treated hydrophobic sites on the substrate as described in [58, 59]. In addition,

electrochemical modulation of the hydrophobicity of specific binding sites is used to alter

the driving force for assembly. With this added innovation, assembly can be controlled to

take place only on desired binding sites. By repeating the process to activate different sites

on the substrate for assembly, different batches of micro parts can be assembled on a single

substrate in a sequential manner. Electroplating is exploited as a post assembly process to

establish electrical connections for assembled components, such as LEDs.

The multi-batch assembly is the combination of surface-tension driven self-assembly, the

electrochemical surface modulation and electroplating methods. The important issues in the

development of this approach include: fabrication process design for the substrates suitable

for the multi-batch assembly; integration of the electrochemical surface modulation method

into the self-assembly technique; development of electroplating as a post-assembly process to

establish electrical connections between assembled parts and substrate in a parallel manner.

To study the process, we analyze the surface energy and surface tension forces associated

with the self-assembly process by using variational calculus and finite element methods. In

addition, a binding site design method is investigated, which can be used to find designs

ensuring the uniqueness of assembly alignment.

The rest of the chapters are dedicated to address these issues. In Chapter 2, the principles

of this technique are investigated. An overview of all the processes for this technique is

presented with explanation of each step. Chapter 3 includes the discussions of the fabrication

process development, and self-assembly experimental design. For assembly of different micro

parts such as Si parts and LEDs, substrates with different design are used. In Chapter 4, we

discuss the models for the surface energy and surface tension forces associated with the self-

assembly process. A numerical simulation tool is used to obtain the quantitative information

of the energy and the force, with which we can estimate the assembly motion and gain better

understanding of the self-assembly process. In Chapter 5, we address the binding site design

issue for the self-assembly, which can be used to find designs ensuring a unique self-assembly

position and orientation. In Chapter 6, we investigate the details of characterization and
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experimental implementation of the electrochemical surface modulation and electroplating

methods. In Chapter 7, we study the scaling effects of this technique in order to find the

working domain. Initial attempts of extending it to the nano scale are described. Finally,

the summaries and conclusions are presented in Chapter 8.
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Chapter 2

MULTI-BATCH SURFACE-TENSION DRIVEN SELF-ASSEMBLY

CONCEPTS

To achieve multi-batch assembly, we integrate electrochemical surface modulation to

the surface-tension driven self-assembly method. In this chapter, we discuss the process

concepts of the multi-batch self-assembly technique, with focus on explaining the principles

of the surface tension driven self-assembly and electrochemical surface modulation.

2.1 Process concepts

In Figs. 2.1(a)-(g), we illustrate the schematic flow of our self-assembly approach, which

is explained step by step in this section. First, a supporting structure destined for the

assembly (referred to as “substrate” hereafter) is fabricated with exposed clean hydrophilic

gold (Au) patterns (Fig. 2.1(a)). The assembly “parts”, defined as those objects that are

to be assembled, are prepared with corresponding patterns. For simplicity, we use the

term “binding sites” for the exposed gold patterns on the substrate and the corresponding

patterns on the parts.

Second, the substrate is soaked in ethanolic alkanethiol (CH3(CH2)nSH) solution and a

hydrophobic alkanethiol self-assembled monolayer is chemisorbed on the exposed Au pat-

terns [62]. The SAM adsorption activates all the Au binding sites on the substrate for

assembly. The remaining areas on the substrate stay hydrophilic (Fig. 2.1(b)). In order

to control the assembly to take place on selected binding sites, we use an electrochem-

ical method to modulate the hydrophobicity of the binding sites we wish to de-activate

(Fig. 2.1(c)) by removing the SAM from the surface. After the desorption process, assem-

bly occurs only at the hydrophobic binding sites. Fig. 2.1(d) depicts the assembly process,

which includes lubricant application, part transferring and alignment steps. For assembly,
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Figure 2.1: Schematics of two-batch assembly steps: (a) a micro fabricated substrate with
electrically isolated regions of hydrophilic Au binding sites and Ni electroplating bases;
(b) alkanethiol SAM adsorbed on Au patterns turns them hydrophobic; (c) electrochemi-
cal SAM desorption from selected binding site (the right site) is used to de-activate it for
assembly; (d) application and partitioning of a hydrocarbon lubricant to a hydrophobic
binding site, followed by assembly of the part and lubricant curing in an aqueous envi-
ronment; (e) deposition of alkanethiol SAM on the vacant Au binding site to activate it
for another assembly; (f) repeating the step in (d) for other micro parts; (g) establishing
electrical connections between assembled parts and the substrate by electroplating. Note
that the vertical dimensions have been exaggerated for illustration purposes.

the capillary driving force is created by a hydrocarbon-based lubricant liquid meniscus be-

tween binding sites on a part and on a substrate in an aqueous environment. The lubricant

is spread on the dry substrate. After being immersed in water, the lubricant wets only the

SAM-coated hydrophobic patterns. Parts are then transferred into water and aligned by

surface tension forces. Next, the lubricant is polymerized by heat and the parts are perma-

nently bonded to the substrate. During the assembly process, the hydrophilic Au binding

sites which have gone through SAM desorption remain clean and are reserved for future

assembly. By repeating the SAM adsorption and assembly process, another batch of micro

parts can be assembled on the vacant binding sites (Figs. 2.1(e), (f)).

After assembly, different micro parts are physically bonded to the substrate. In most

cases, electrical connections and controls for these parts are needed. An electroplating
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method has been investigated for this purpose. By electroplating, metal alloy can be de-

posited on the plating bases on the substrate to establish electrical connections between the

assembled parts and the substrate in a parallel manner (Fig. 2.1(g)).

2.2 Surface tension driven self-assembly

In this section, we discuss the principle of the surface tension driven self-assembly tech-

nique in detail. In general, the self-assembly and self-alignment phenomenon is the result

of minimization of the interfacial energy between the lubricant meniscus and water. As

discussed in the previous section, the self-assembly process has three steps (Figs. 2.1(d)),

in which surface tension force plays a significant role in each of the step. In the first step,

when a substrate with lubricant is immersed in water, the lubricant stays exclusively on

the hydrophobic binding sites, while water occupies all the hydrophilic areas. The different

wetting phenomena are the result of surface energy minimization, as the lubricant-SAM in-

terfacial tension (γ <1 mJ/m2 [61]) is much lower than that of the water-SAM interface (γ ≈
50mJ/m2). In the second step, when a part is introduced in water, with agitation the part

surface will contact with the lubricant in water and the lubricant will wet its hydrophobic

surface as well, due to the same reason as described above. As a result, it forms a meniscus

between the substrate binding site and the part. The third step is the self-alignment step.

After the second step as shown in the middle plot of Figs. 2.1(d), the lubricant-water inter-

facial energy is usually not minimal. The morphology of the meniscus tends to change in

order to decrease its interface with water, therefore reducing the lubricant-water interfacial

energy. The driving force for self-assembly of the part is generated from the interfacial

energy change. When the energy reaches minimum, the driving force becomes zero and the

part should be aligned with a substrate binding site.

2.3 Surface modification techniques

The study of self-assembled monolayers of organic molecules on metal or other surfaces

has been the subject of hundreds of scientific papers. The adsorption and desorption of

the monolayer has been used to ”engineer” surfaces for potential applications in wetting,
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lubrication, adhesion, corrosion,catalysis, chemical and biological sensing and nano scale

fabrication. The usage of SAM formation to change surface hydrophobicity for the pur-

pose of assembling micro structures was first demonstrated in Whitesides’ group [63]. As

discussed in the previous sections, our multi-batch self-assembly technique extends the pre-

vious single-batch approach to multi-batch by adopting the SAM desorption in the assembly

process. The crucial issue is how to engineer the surface hydrophobicity. In our technique,

the surface is changed from hydrophilic to hydrophobic by SAM formation on gold, while

the surface property is reversed by desorbing the SAM from gold. The following sections

are dedicated to discussing how to adsorb and desorb the SAM.

2.3.1 Alkanethiol SAM adsorption

The active binding site for assembly consists of a self-assembled alkanethiol monolayer on

a gold surface. The sulfur compound of the alkanethiols will be chemisorbed on metals

such as gold, silver, platinum etc. The most common method to form SAM on Au is by

soaking the Au substrate in the thiol solution at room temperature, with ethanol as the

most common solvent [64]. Another common method, which has been widely used to pattern

SAMs of different thiols, is contact printing. An elastomer stamp with thiol solution as the

“ink” is pressed on the Au surface in order to transfer the thiol to the Au surface [65].

Electrochemical method can also be used for SAM deposition [63,66]. By applying positive

potential bias to Au surface in alkaline electrolyte with alkanethiol, SAM can be formed on

the surface. Another method to perform SAM adsorption is through gas-phase transfer in

vacuum [67].

We have chosen to use the first method for SAM adsorption. The reason is based

on considerations of the compatibility of the method with other assembly processes and

the complexity of its implementation. The method is simple to implement, and does not

require special treatment such as vacuum or plasma. It can be easily incorporated with other

processes. By exposing Au to the alkanethiol in solvent, the monolayer can be formed. The

self-assembly process will take place in minutes (Fig. 2.1(b)), however more incubation time

is needed to get full coverage, and well ordered monolayers.
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In addition, to achieve a fully covered and well organized monolayer, the metal surface

has to be free of organic contaminants. Therefore, cleaning process is performed by us-

ing oxygen plasma or nano-strip(TM) (H2SO4/H2O2, Cyantek Corp) soaking prior to the

adsorption process.

2.3.2 Alkanethiol SAM reductive desorption

To realize the multi-batch assembly, the key is how to selectively activate the binding sites.

As discussed in the previous section, the adsorption method does not have any selectivity, as

alkanethiol forms SAM on all the Au binding sites. In this section we discuss the methods

that can be used to selectively modulate the surface properties, and specifically, to desorb

the SAM.

One method is electrochemical desorption, which is commonly used for the purpose of

characterizing the SAMs [62, 68, 69], e.g. for the measurement of the SAM coverage [69].

By applying potential bias to the Au electrode in an alkaline solution, the SAM can be

desorbed from the Au surface by reduction, i.e.,

CH3(CH2)nSAu + e− → Au + CH3(CH2)nS−.

After desorption, the Au surface is free of SAM, and becomes hydrophilic, and the

desorbed alkanethiol dissolves into the solution.

There is another method that uses pyrimidine-terminated thiols that are sensitive to UV

light [70]. When exposed to the UV light of certain wavelengths (240nm or 280nm), the

contact angle of the thiol monolayer can be changed as much as of 38◦. Compared to the

electrochemical method, it has drawbacks such as the limited change of hydrophobicity and

the complexity of operation.

Therefore, we use the electrochemical reductive desorption of the SAM on gold as shown

in Fig. 2.1(b) to change the surface from hydrophobic to hydrophilic. To perform the

desorption, potential bias is applied to the selected binding sites. After the desorption they

are de-activated and can be re-activated later for assembly of different batches.

In Chapter 6, we will discuss reductive desorption characterization of different alkanethiol

SAMs, the implementation of this method and how to adapt it into the assembly experiment.
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Based on this characterization we chose dodecanethiol (CH3(CH2)11SH) for our assembly

experiments.

2.4 Summary

To summarize, we have described the process concepts (Figs. 2.1) of our multi-batch as-

sembly approach in this chapter. The process include fabrication (Fig. 2.1(a)), surface

modulation ( Figs. 2.1(b)(c)), self-assembly (Figs. 2.1(d)) and electroplating (Fig. 2.1(g)).

By repeating the surface modulation and self-assembly steps as shown in Figs. 2.1(e) and

(f), multi-batch assembly can be achieved. In particular, the principles of the self-assembly

and the surface modulation methods are also discussed. In next chapter, we will focus on

the fabrication issue and the experimental method of the self-assembly.
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Chapter 3

FABRICATION PROCESS DEVELOPMENT AND SELF-ASSEMBLY

EXPERIMENTAL METHOD

From the discussion of the multi-batch self-assembly principles in the previous chapter, it

follows that the development of this technique should combine the fabrication, surface mod-

ification and electroplating approaches, so as to accomplish the assembly and integration

of different components into a functional system. The entire experimental process sequence

includes the fabrication of suitable substrates and parts, SAM adsorption and selective des-

orption, assembly setup, and finally, the electroplating process. In this chapter, we describe

the fabrication process and experimental methods used to perform the self-assembly.

We use two types of components for the experiments: silicon parts and commercial sur-

face mount LEDs. In general the experimental processes are the same for both components,

except the silicon parts do not need electroplating after assembly, therefore fabrication

processes for the suitable substrate are less complicated.

3.1 Fabrication of substrates and parts

3.1.1 Test silicon part fabrication

We use two types of 1×1mm2 silicon test parts for multi-batch assembly. The first batch

of parts has square Au patterns (1×1mm2) on one side, serving as the binding site, and

Au patterns of 0.8×0.8mm2 on the other side. The second batch of parts is patterned

with 1×1mm2 Au binding sites on one side. The second batch of parts is fabricated by

dicing a silicon wafer, which has an adhesion layer of 100Å chrome (Cr) and 1000Å Au

sputtered on the polished side. The square test parts are used as fabricated without any

further processing. Untreated Au surfaces have a contact angle of 63◦ after exposure to lab

atmosphere, which is sufficient to ensure assembly.
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Commercial devices, i.e., surface mount LEDs (0.8×1.6mm, Lumex), are used as assem-

bly components to demonstrate the electroplating method.

3.1.2 Substrate fabrication

In Figs. 3.1(a)-(e), we show the schematic fabrication flow of a substrate designed to support

self-assembly of square test parts. The substrate is prepared with a thermal oxidation layer

of approximately 4500Å as an isolation layer on a 3” (100) silicon wafer (Fig. 3.1(b)). Next,

a layer of Cr/Au is patterned on the substrate by a lift-off process. The substrate is first

patterned with photoresist (AZ1512, Clariant), followed by sputtering of Cr (100Å) and

Au (1000Å) on the substrate. The photoresist is then dissolved by acetone, and the metal

layer is patterned on the substrate (Fig. 3.1(c)). The wafer is then cleaned with isopropyl

alcohol (IPA), deionized (DI) water and dried with N2. An approximately 3000Å thick

passivation layer of spin-on glass (SOG) (311, Honeywell) is spun on and cured, before

photoresist AZ1512 is patterned as a mask to define the SOG pattern. This step is followed

by a reactive ion etch (RIE Phantom, Trion technology ) of CH3F with O2 to expose the

Au binding sites. Finally, the substrate is cleaned with acetone to strip off the photoresist,

rinsed with IPA, DI water and dried with N2 (Figs. 3.1(d) and (e)). Figs. 3.2 show the

cross-section and a top view of a substrate designed for LED assembly and to demonstrate

electroplating. To prepare such a substrate, a Cr/Au layer is patterned as the binding sites

for assembly. Additional metallization layers of 100Å Cr and 250Å nickel (Ni) are thermally

evaporated and patterned by lift-off, prior to the Cr/Au layer deposition. This additional

Cr/Ni layer is patterned as metal bases for electroplating, as well as the connections between

the Au binding sites and the electrical contacts (Fig. 3.2(b)). The electrical contacts serve as

an interface to the external control for the electroplating process, and to activate the LEDs

afterwards. Silicon nitride (3000Å) is sputtered as a passivation layer. The passivation

layer is patterned photolithographically with an adhesion layer of primer (prime-P10, Shin-

EtsuMicroSi) and AZ1512 photoresist. Finally, RIE of SF6 is used to etch the nitride layer

to expose the binding sites and the electroplating bases. This step is followed by acetone,

IPA, and DI water cleaning and N2 dry.
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Figure 3.1: Fabrication flow of substrates designed for square test parts assembly. (a)
Silicon substrate. (b) Silicon dioxide layer, which isolates the silicon substrate from the
metal layer. (c) Cr/Au metallization layer. Here, this layer is patterned with an array
of electrically isolated stripes. (d) Passivation layer of SOG. This layer has openings that
expose the square binding sites on the Au stripes. (e) Top view of a fabricated substrate.
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Figure 3.2: Schematic plots of a fabricated substrate to support LED assembly and electro-
plating. (a) Cross-section of the substrate. (b) A top view of the substrate.

As examples, pictures of fabricated substrates for the assembly are shown in Fig. 3.3:

Fig. 3.3(a) is a picture of a substrate with square binding sites (inserted figure at left bottom)

for silicon parts assembly; Fig. 3.3(b) is the picture of a substrate with specific binding sites

for LED (inserted figure at left bottom) assembly.

3.2 Surface modification

To prepare for the assembly, electrochemical modulation of surface hydrophobicity is per-

formed. The purpose of surface modification is to activate some binding sites on the sub-

strate, while keeping the other binding sites inactive. The active ones are hydrophobic



21

Figure 3.3: Pictures of fabricated substrates for assembly of different components. (a) A
substrate for assembly of square silicon parts. The picture of a Si part is inserted at the left
bottom. (b) A substrate for assembly of LEDs. The picture of an LED is inserted at the
left bottom.

binding sites, while the inactive ones are hydrophilic. The surface modification methods

include: surface cleaning and alkanethiol SAM adsorption and desorption.

3.2.1 Surface cleaning

The Au surface has high free energy, which is in the order of 100mJ/cm2 [71]. Such a surface

is easy to be contaminated, as the consequence of reducing the free surface energy. Nonpolar

organic contaminants are easily adsorbed on the Au surface [64,71] in the lab environment.

Such organic contaminants on the Au surface will increase its hydrophobicity. It has been

observed that exposure of Au to atmosphere even for a short time will significantly increase

the surface hydrophobicity. Therefore, a cleaning process is crucial for our experiments to

keep the Au surface free of organic contaminant and hydrophilic.

We use two minutes of oxygen plasma to clean the substrate. In addition, nano-strip(TM)
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cleaning is found to be effective as well. The samples have to be soaking in nano-strip for

twenty minutes, followed by DI water rinsing and N2 dry, prior to the SAM adsorption

process. Both processes can remove the contaminants and make the gold surface hydrophilic.

After the clean step, the substrate has to be put in ethanolic alkanethiol solution, or it has

to be stored in ethanol to prevent it from being contaminated again.

3.2.2 SAM adsorption

The SAM adsorption is used to activate binding sites for assembly. In this step, an alka-

nethiol SAM is formed on the Au surface. Therefore, the binding sites on the surface can

be activated and turned hydrophobic. For the alkanethiol adsorption, the cleaned substrate

is placed into a glass container with freshly prepared ethonalic alkanethiol solution. The

solution is prepared with 1mM alkanethiols (CH3(CH2)nSH, Aldrich) in ethanol, and the

substrate is soaked in the solution for at least two hours to allow SAM adsorption [64,69,72].

Usually, the alkanethiol is deposited on the Au surface in seconds, however, to get a stable

alkanethiol monolayer, the substrate is soaked in the solution for approximately 10 hours

[64, 72, 73]. Discussion of the adsorption mechanism is discussed in Chapter 6 in detail.

Thus, an alkanethiol monolayer is deposited on the exposed Au areas on the substrate.

After the adsorption process, the exposed Au binding sites turn hydrophobic with a contact

angle in the range of 110◦ [64].

3.2.3 Selective SAM desorption

After the adsorption process, all the Au binding sites are activated. To control the assembly

to take place on the selected sites, we deactivate others. In other words, we remove the

SAM from these binding sites by using an electrochemical desorption method.

The electrochemical desorption of alkanethiol SAMs is employed to modulate surface hy-

drophobicity. Reductive desorption of SAMs is performed in a conventional three-electrode

electrochemical cell [74], as shown in Fig. 3.4.

SAM coated Au surfaces, i.e., the binding sites on fabricated wafers and Au(111) on mica

samples, act as the working electrodes. The counter electrode is a platinum mesh. A satu-
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Figure 3.4: Three-electrode electrochemical cell. (a) Concept drawing of the electrochemical
cell. (b) Experiment setup of the cell.

rated calomel electrode (SCE, Accumet) is used as the reference electrode. The electrolyte

is 0.5 M (pH=13.5) aqueous KOH (Fisher Scientific) solution. The potential is controlled

between the working and the reference electrodes, and the current which passes through

the working electrode, electrolyte and the counter electrode is measured (Fig. 3.4(a)). The

control of the cell is performed by a potentiostat (Potentiostat/Galvanostat 263A, Princeton

Applied Research). Cyclic voltammetry (CV) (i. e., the repeated scanning of the working

electrode potential) is performed to monitor and characterize the desorption of SAMs from

working electrode surfaces [69]. The potential windows for the CVs are from 0V to -1.4V

vs. SCE. Lower pH solutions are not feasible, as the low desorption potentials of the SAMs

(below -1V vs SCE) would have strong interference from the co-evolution of H2.

3.3 Assembly and electroplating

3.3.1 Lubricant Deposition

Here, we use two kinds of hydrocarbon polymers as lubricants for our experiments: heat

curable and UV light curable ones. The heat curable lubricant is composed of 97wt.%

triethyleneglycol dimethacrylate (Sigma) as the monomer, and 3wt.% benzoyl peroxide

(Sigma) as thermal initiator [75]. This lubricant can be polymerized at 80◦ for one hour.
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Figure 3.5: A substrate with the lubricant is immersed into water. The lubricant forms
droplets exclusively on the binding in water.

The UV curable lubricant is composed of 95wt.% 1,6-hexanediol diacrylate (Aldrich) as the

monomer and 5wt.% benzoin methyl ether (Aldrich) as the photoinitiator. To cure this

lubricant, we use a UV lamp with the power of 100W and the wavelength of 365nm. The

lubricant can be polymerized for an hour by exposure to the UV lamp with intensity of

21mW/cm2.

As discussed previously, a liquid lubricant meniscus is formed between the component

and substrate binding site to create the driving force for assembly. Prior to assembly, the

lubricant has to be deposited exclusively on the active (hydrophobic) binding sites on the

substrate. To deposit the lubricant, we spread it all over the substrate. The substrate is

then slid vertically into water in a petri-dish. Fig. 3.5 illustrates the lubricant deposition

step. Due to the high water-SAM interfacial tension compared to lubricant-SAM interfacial

tension, the lubricant wets exclusively the SAM-coated binding sites in water. Fig. 3.6 is a

schematic plot of the substrate with lubricant.

Another method has been demonstrated by passing the substrate through a thin lubri-

cant film on the water surface, by coating the lubricant exclusively on the binding sites [59].
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Figure 3.6: Schematic plot of a substrate after the lubricant deposition.

For the second method, the lubricant film has to remain continuous during the sliding pro-

cess in order for all the binding sites to have uniform lubricant coverage. Therefore, the

thickness of the lubricant film on the water surface has to be controlled in order to have a

continuous and uniform lubricant deposition.

In previous studies [61], the two lubricants have similar surface tension. To characterize

the lubricant, we measure the cured lubricant thickness on different binding sites after

deposition. Here, we use the UV light curable lubricant for characterization, as its shrinkage

during polymerization is smaller than that of the heat curable lubricant. This is possibly due

to the higher temperature during the polymerization process for the heat curable lubricant.

We will use the characterization data for surface energy and surface tension force simulation

in the next chapters.

3.3.2 Micro part assembly

After applying the lubricant, the micro parts are poured into water as shown in Fig. 3.7(b).

With agitation, the assembly takes place exclusively on the hydrophobic areas with lubri-

cant. The agitation is provided either by an orbital shaker or by manual shaking. As soon

as the part binding site has contact with a lubricant droplet on the substrate, it is aligned
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to the substrate binding site by the capillary driving force. The lubricant is then cured and

bonds the parts to the substrate. The polymerization process of the heat curable lubricant

takes approximately one hour at 80◦C in water.

Figure 3.7: Parts are assembled to the binding sites with lubricant and bonded to them
after the polymerization of the lubricant.

Here we use a heat-curable lubricant, which can be completely polymerized at 80◦C in

water after approximately an hour, permanently bonding the parts to the binding sites.

Pictures of assembled square silicon parts and LEDs are shown in Figs. 3.8 and 3.9:

a lubricant droplet on a square binding site in Fig. 3.8(a); an assembled square Si part in

Fig. 3.8(b) and an array of assembled square Si parts in Fig. 3.8(c); an array of assembled

LEDs in Fig. 3.9(a); a zoomed image of an assembled LED in Fig. 3.9(b).

3.3.3 Electroplating to establish electrical connections

Electroplating is used to grow metal from the substrate to the assembled parts. Though

physically connected after the lubricant has been cured, the assembled components some-

time need to have electrical connections to the substrate as well. An example is that for

LEDs in previous work [60], the physical and electrical connections were established together

by using a conductive alloy lubricant, where each assembled component has only one elec-

trical connection. Our new method deals with more general cases, where multiple electrical
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Figure 3.8: Assembled square Si parts permanently bonded on a substrate. (a) Lubricant
droplet on a square binding site (b) A square silicon part assembled on the substrate (c) An
array of square Si parts assembled. Note that the substrate for (c) has square Au binding
sites on a silicon oxide layer without passivation layer.

connections are required. A simple example we use is a packaged commercial LED, which

has two electrical connections. Here, we separate the physical and electrical connections by

bonding the component to the substrate followed by electroplating to establish electrical

connections as illustrated in 3.7. The details of the electroplating method will be discussed

in Chapter 6.

Two batch assembly can be achieved by repeating the SAM adsorption and assembly,

followed by the electroplating.
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Figure 3.9: Assembled LEDs permanently bonded on a substrate. (a) An array of assembled
LEDs and (b) a zoomed image of an LED.

Figure 3.10: Electrical connections between assembled components and the substrate are
established by electroplating.
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Chapter 4

SURFACE-TENSION DRIVING FORCE MODEL

Surface tension forces have been known as the driving forces many phenomena in nature:

soap bubbles, raindrops, liquid rise in a capillary tube etc. Practical applications by using

surface tension have emerged. In particular, with recent advances at the micro and nano

scale, surface tension has demonstrated the capability of driving actions at such scales

for a large variety of applications in adhesion [76]; biology [45, 77]; building microfluidic

systems [12,13]; micro printing [48,49] etc. At such scales, the surface tension force becomes

more significant at smaller scales compared to gravity, since the surface force scales with

dimension squared and the gravity scales with dimension cubed.

Our self-assembly technique is another application that takes advantage of the surface

tension force by using it to move and manipulate micro objects. With the assembly part

and the substrate binding site patterned with hydrophobic regions, a lubricant meniscus

can be formed between the two hydrophobic surfaces in an aqueous environment. If there

is any displacement between the two surfaces, the meniscus is stretched and surface energy

is increased. To restore the surface energy minimum of the meniscus, surface tension force

is created. This force can help the part to be aligned with the binding site in water. To

study and understand this process, we dedicate this chapter to the discussion of the surface

energy and surface tension force for our self-assembly and self-alignment process.

This chapter starts with some basic concepts and properties of surface energy, which

include the discussion of surface energy and surface tension from both microscopic and

macroscopic aspects; the relationship between surface tension, pressure and surface geom-

etry: Laplace-Young equation; and a quantitative measurement of surface energy: contact

angle. Afterward, we investigate the general problem of surface energy minimization, as

self-assembly and self-alignment is the result of the minimization of surface energy. The

minimal surface bounded by two coaxial circular shapes is illustrated as the simplest exam-
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ple and an analytical solution for surface minimization is derived: a catenoid surface. For

situations other than the catenoid surface, we use a finite element method (FEM) software

to simulate the surface energy minimization of the lubricant meniscus and the restoration

surface tension forces. The simulation results include the surface energy and alignment

forces for assembly with circular and square binding sites.

4.1 Surface energy and surface tension

4.1.1 Microscopic explanation

Figure 4.1: Molecular distribution difference at the liquid-air interface.

The difference of the molecular distribution in the bulk and at the interface gives rise to

the surface energy and surface tension. The molecules at the interface have a different envi-

ronment from those in either bulk interior. For example, Fig. 4.1 illustrates the molecular

distribution at the liquid-gas interface. The density of molecules decrease from the liquid

bulk to the interface and to the gas bulk, and a qualitative plot of the molecular density

is shown in Fig. 4.2. As a result, the interaction forces between molecules are different. A

molecule in liquid bulk has balanced interactive forces from the molecules in its neighbor-

hood, as its neighbors are symmetrically distributed (Fig. 4.3(a)). The molecules at the

interface have stronger interactive forces from the bulk liquid than from the gas bulk due
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Figure 4.2: Molecular density difference at the liquid-air interface.

to the density difference (Fig. 4.3(a)). From the energy point of view, moving a molecule

from the liquid bulk to the surface requires work. To achieve the minimum energy for the

system, the interface area has to be minimized, as shown in Fig. 4.3(b). An example of the

surface minimization is the spherical raindrop.

This additional energy is the interfacial energy. The surface tension γ is the surface

energy per unit area, and it is tangent to the surface. The surface tension for any line on

the surface is in the direction perpendicular to the line.

In general, this discussion applies to the interface between two different bulk materials,

e.g. liquid-air, liquid-liquid (two immiscible liquids).

4.1.2 Laplace-Young Equation

From the previous discussion, the interface shape is determined by the surface energy. From

the macroscopic point of view, the excess pressure p at a point on an interfacial surface

relates to the surface curvatures, which is described by the Laplace-Young equation:

p = γ(
1

R1
+

1
R2

) (4.1)

where R1 and R2 are the principal radii of the surface point. The equation can be simply

derived as follows. Suppose the normal at point O on a interface is N and the principal radii
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Figure 4.3: (a) The difference of interaction forces on molecules at the bulk and at the
interface, if the interface is a plane. The molecules inside the shaded region are those which
interacts with the molecule in the center. From the figure, we can see the forces are balanced
for the bulk molecule, while the forces are pointing to the bulk for the interface molecule
when the forces are attraction forces. (b) The difference of interaction forces on molecules
at the bulk and at the interface, when the interfacial area is reduced.

at O are R1 and R2 as shown in Fig. 4.4. If we consider a small patch around O enclosed

by a circle with radius of r (r is very small), the force on this patch should be zero:
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F = Fpressure + Fsurf = 0 (4.2)

The pressure force Fpressure, which is in the direction of N is :

Fpressure = pπr2 (4.3)

The surface tension force Fsurf acts on the perimeter and tangent to the surface. There-

fore, at point A on the perimeter (Fig. 4.4), the surface tension force is:

δFsurf = γrδφ (4.4)

Figure 4.4: A small circular element of an interface centered at point O and with radius
r. N is the surface normal and the principal radii are R1 and R2, corresponding to the
principal curves.

From the illustration in Fig. 4.5, where R is the radius of the curve on the surface passing

O and A, the surface tension force Fsurf projected in the direction of the surface normal can

be calculated as:

δFsurf normal = −γr sinαδφ (4.5)
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Figure 4.5: A plane passing through the surface normal N and point A. From the geometric
similarity, the angle between the surface force Fsurf and the horizontal direction is the same
as the angle between the radius and the surface normal.

As sinα = r
R and the radius R can be represented in terms of R1 and R2 [78], we have

δFsurf normal = −γr2 δφ

R

= −γr2δφ(
1

R1
cos2 φ +

1
R2

sin2 φ)

= −γr2δφ(
1

2R1
(1 + cos(2φ)) +

1
2R2

(1− cos(2φ)))

= −γr2(
1

2R1
+

1
2R2

)δφ− γr2(
1

2R1
− 1

2R2
) cos(2φ)δφ

The total surface tension force in the direction of the surface normal can be calculated

as:

Fsurf normal =
∫ 2π

0
−γr2(

1
2R1

+
1

2R2
)δφ− γr2(

1
2R1

− 1
2R2

) cos(2φ)δφ

=
∫ 2π

0
−γr2(

1
2R1

+
1

2R2
)δφ

= −πγr2(
1

R1
+

1
R2

)

(4.6)
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From Eqs. 4.3, 4.4, 4.6, we have

Fpressure + Fsurf normal = 0

pπr2 − πγr2(
1

R1
+

1
R2

) = 0

p = γ(
1

R1
+

1
R2

)

Therefore, we have derived the Laplace-Young equation. For the example of a spherical

raindrop with the radius of R, the pressure difference inside and outside of the droplet can

be calculated as:

p = 2γ
1
R

(4.7)

4.1.3 Contact angle

An important characteristic of solid surfaces is the contact angle denoted by θ. It is an

important quantitative measurement related to surface energy. When a liquid rests on a

solid surface, the cross-section is shown in Fig. 4.6.

Figure 4.6: An illustration of the surface contact angle. At the intersection between three
phases: solid, liquid and gas, the contact angle is between the tangent direction of the liquid
surface and the horizontal direction.

The contact angle θ is in the direction tangent to the liquid surface at the intersection

of the solid, liquid and gas phases. Since the forces should balance at the intersection point,

the surface tensions at the direction of the gas-solid interface should be zero. Suppose the

surface tensions between the three phases are denoted as γlg (liquid-gas surface tension), γls
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(liquid-solid surface tension) and γsg (solid-gas surface tension). Therefore, we can derive

the value of contact angle with the condition that the horizontal forces balance:

γsg = γls + γlg cos θ

cos θ =
γsg − γls

γlg
(4.8)

Eq. 4.8 is known as Young’s Equation. A wetting coefficient k is defined as follows to

describe the wettability of the solid surface by the liquid:

k = cos θ =
γsg − γls

γlg
(4.9)

The solid surface is completely wetted, if k = 1; while it is not wetted when k = −1.

Hydrophobicity is used to describe the wettability of a solid surface by water. The

surfaces can be categorized into two classes: hydrophilic when 0 < k ≤ 1 and hydrophobic

when −1 ≤ k ≤ 0.

Figure 4.7: Illustrations of the dynamic contact angles: (a) advancing angle and (b) receding
angle.
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However, in practice, the measured contact angles always show a rather significant vari-

ance even though the solid surfaces are of the same materials. One reason is the difference

in surface properties: roughness, contamination, etc. Another reason is the measurement

method: advancing or receding. The difference of advancing and receding is illustrated in

Fig. 4.7.

When adding more liquid to a static droplet resting on a surface, the liquid-solid inter-

facial area will not change simultaneously and therefore the contact angle increases. When

a certain angle θadv is reached, the droplet will spread out and increase the contact area.

The receding angle θrec is the dynamic angle measured when liquid is removed from a static

droplet. The difference between θadv and θrec might be large.

In our technique, we take advantage of the different surface tensions of different materials.

The advancing and receding contact angles of water on different surfaces are measured and

shown in Table 4.1.

Table 4.1: Contact angles of water on different surfaces.

Solid surface Advancing angle (θadv) Receding angle (θrec)

Au 1 63◦ 35◦

Au with SAM 93◦ 69◦

Ni 25◦ 14◦

Ni in ethanol 2 62◦ 28◦

Ni with SAM 56◦ 31◦

Thermal SiO2 33◦ 14◦

1Exposure of Au surface to the lab environment even in a short time will cause organic contamination
on the surface and therefore increase the contact angle [64]. We store clean Au samples in ethanol. It
has been observed the wetting property is different on exposed Au samples and on the samples stored
in ethanol. However, during the process of measuring the contact angle, Au from ethanol changed to
hydrophobic, and the contact angle obtained is similar to those from Au in air.

2Ni surface in air has different contact angle from the samples stored in the ethanol solution, as the
exposure in the lab environment might cause contamination on the surface and make the oxidation process
easier.
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Due to the differences in surface homogeneity, roughness and other surface properties,

contact angles might vary even for the same kind of materials.

4.2 Surface energy minimization and surface tension forces

From the surface energy point of view, the stable state is when the surface energy is mini-

mized. It can be modelled as:

Object function to minimize

Esurf =
∫

A
γdA (4.10)

Subject to the constraints:

• Integral constraints, e. g. constant volume.

• Boundary constraints, i. e. fixed surface vertices or surface boundaries.

The analytical methods for such minimization problems are from the general area of

calculus of variations. The simplest example is the one dimensional problem of determining

the shortest path connection between two points. An analytical solution can be obtained

and it is the straight line connecting between those two points.

In this section, we first discuss using the calculus of variations for finding the minimal

surfaces with the example of the minimal surfaces bounded by two coaxial circular shapes.

With the linear relationship between surface energy and surface area, the minimum area

surfaces correspond to the minimum in surface energy as well. Then, we present a brief de-

scription of an FEM software Surface Evolver, which can be used to find numerical solutions

to this minimization problem.

4.2.1 Surface with minimal area: catenoid surface

To illustrate the calculus of variations method, we use a two dimensional problem: the

minimal surface area bounded by two identical coaxial circular shapes as in [79]. Suppose

the radius of the two circular shapes is r, and the distance between them is h, which is

shown in Fig 4.8 in a cartesian coordinate system.
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Figure 4.8: A minimal catenoid surface bounded by two identical coaxial circular shapes.

The surface is axially symmetric about axis X and the coordinate in Y is function y(x).

The area enclosed by two circles at x and x+dx is:

dA = 2πyds (4.11)

where ds is the curve length between x and dx and it can be calculated as:

ds =
√

1 + y2
xdx (4.12)

where yx = dy
dx .

Therefore,

dA = 2πy
√

1 + y2
xdx (4.13)

The surface area A is the integration of Eq. 4.13 over x:

A =
∫ h

0
2πy

√
1 + y2

xdx (4.14)

In order to find the minimum surface area, we introduce the Euler-Lagrange equa-

tion [79]:

Suppose function J is in the form of
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J =
∫ x2

x1

f(x, y, yx)dx (4.15)

Then J is an extremum point if

∂f

∂y
− d

dx

∂f

∂yx
= 0 (4.16)

which is called Euler-Lagrange equation.

When the partial derivative of f with respect to x equals zero (∂f
∂x = 0), we can have a

simplified Euler-Lagrange equation,

f − yx
∂f

∂yx
= C (4.17)

where C is a constant. This equation is also called Beltrami identity.

With Eq. 4.14 satisfying the condition for Beltrami identity, we can derive that the

minimal surface A is achieved when

2πy
√

1 + y2
x − yx

∂2πy
√

1 + y2
x

∂yx
= C (4.18)

Therefore we have

2πy√
1 + y2

x

= C (4.19)

Solving Eq. 4.19, we have

y = c1 cosh(
x− c2

c1
) (4.20)

Such surfaces are called catenoid, as they can be generated by rotation of a catenary

curve.

However, Eq. 4.20 is the solution for the minimal surface under certain constraints. For

example, when the two disks are far apart, the minimal surfaces will be two discontinuous

droplets covering the two disks. We can derive the constraints as follows.

With the boundary conditions at x = 0, y = r and x = h, y = r, we can derive c2 = h
2

and the constraint on h and r is
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r = c1 cosh(
h
2

c1
) (4.21)

To find the relation between r and h, we can simply convert Eq. 4.21 to:

rk = cosh(lk) (4.22)

Where k = 1
c1

and l = h
2 .

In Fig. 4.9, we illustrate the relationship between the two functions f1(k) = cosh(lk)

and f2(k) = rk with the variable k. Given l, in order for Eq. 4.22 to have solution, the

linear function f2 must be at least tangent to the curve of function f1. In other words, in

this situation, the slope of function f2 is the smallest of all the feasible rs for Eq. 4.22 to be

solvable.

Figure 4.9: The condition of Eq. 4.21 to be solvable: function f1 is tangent to function f2.

Therefore, at point k0 as shown in Fig. 4.9, we have the following equations:

f1(k0) = f2(k0) (4.23)

f
′
1(k0) = f

′
2(k0)
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Then we have

rk0 = cosh(lk0) (4.24)

r = l sinh(lk0) (4.25)

When Eq. 4.24 is divided by Eq.4.25, we have

lk0 = coth(lk0) (4.26)

Solve Eq. 4.26, we have lk0 = 1.19968. By replacing the lk0 value in Eq. 4.25, the

relation between r and l can be derived as:

r = l sinh(lk0)
r

l
= sinh(1.19968) ≈ 1.50888 (4.27)

Therefore, the condition for the existence of the solutions to Eq. 4.22 is l
r ≤ 0.662743

and h
r ≤ 1.32549, which is also the condition for the existence of a minimal continuous

surface bounded by two disks with radius of r.

In addition, with

y = c1 cosh(
x− h/2

c1
)

yx = sinh(
x− h/2

c1
)

we can calculate the minimum surface area A from Eqs. 4.14:

A =
∫ h

0
2πy

√
1 + y2

xdx

= 2π
∫ h

0
c1 cosh(

x− h/2
c1

√
1 + sinh2(

x− h/2
c1

)dx

= 2π
∫ h

0
c1 cosh2(

x− h/2
c1

)dx

= πc2
1/2(sinh(

2(x− h/2)
c1

) + 2
x− h/2

c1
) |h0

= πc2
1

(
sinh(

h

c1
) +

h

c1

)
(4.28)
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The volume V of the lubricant bounded between the hydrophobic surface is:

V =
∫ h

0
πy2dx

= π

∫ h

0
c2
1 cosh2(

x− h/2
c1

)dx

= πc2
1

∫ h

0

1 + cosh(2(x−h/2)
c1

)
2

dx

=
πc2

1

2

(
h + c1 sinh(

h

c1
)
)

(4.29)

where c1 is determined by Eq. 4.21 on the condition that h
r ≤ 1.32549.

From Eq. 4.28 and 4.29, we obtain the relation between the volume and area of a

catenoid surface:

V =
c1A

2
(4.30)

Suppose volume V and radius r are given as the boundary conditions, we have the

equation array: 



r = c1 cosh(
h
2
c1

)

V = πc21
2

(
h + c1 sinh( h

c1
)
) (4.31)

There is no analytical solution to Eqs. 4.31. With given V and r, numerical solutions

can be obtained, and the minimal surface A and the optimal lubricant thickness h can be

calculated.

The catenoid surface is the simplest case for the minimal surface problem. In most of the

cases, analytical solutions to the minimal surface problem, e.g. the Euler-Lagrange equation

(Eq. 4.16), might not exist. For example, when the two disks are non-coaxial, there might

not be analytical solutions [79]. Therefore, a numerical method is used to find the minimal

surface, which is investigated in the next section.

4.2.2 Surface energy minimization with Surface Evolver

For most of the surface minimization problems, we cannot obtain analytical solutions as

the catenoid surface discussed in the previous section. Therefore, we use a software called

Surface Evolver for self-assembly process simulations. By ”evolving” the surfaces along

the energy gradient, the surface energy decreases and the minimum can be found. The
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software is implemented by using different energy gradient search methods: gradient descent,

conjugate gradient or Hessian methods. In addition, the surface tension force or torques

can also be derived as the energy derivative. In Surface Evolver, there are five different

methods to calculate the force [80, 81]: finite differences, principle of virtual work by finite

differences, principle of virtual work using Lagrange multiplier, variational formulation and

explicit forces.

All the methods except the last one calculate the forces as the derivatives of surface

energy with respect to the displacement, while the force is calculated directly in the last

method. In [81], the advantages and disadvantages of difference methods are discussed, and

comparisons of them are also presented.

However, such numerical methods might end up with solutions of local energy minima

instead of the global one. To avoid reaching a local minimum, we must choose the initial

condition close to the optimal solutions.

In the following section, we calculate the surface energy and surface tension forces by

using Surface Evolver. Due to the time efficiency and the simplicity of data preparation of

the principle of virtual work using Lagrange multiplier, we use it to calculate the surface

tension forces.

4.3 Finite element simulation of surface energy and forces for self-assembly

In the surface tension driven self-assembly process, the lubricant is confined between two

hydrophobic surfaces in an aqueous environment. The surface tension force created from the

lubricant-water interface drives the movement of the part, till the surface energy minimum

is reached.

Fig. 4.10 illustrates different steps in the self-assembly and self-alignment process. When

a part with hydrophobic binding site touches a lubricant droplet on a substrate binding site

(Fig. 4.10(a)), the lubricant will spread on the part binding site and completely wet it

(Fig. 4.10(b)). The surface of the part is wetted by the lubricant, because the lubricant

energetically favors the hydrophobic surface compared to water. With the minimization of

water-lubricant surface energy, the part is attracted towards the binding site (Fig. 4.10(c))
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until they are aligned and the minimum energy is reached (Fig. 4.10(d)).

Figure 4.10: An illustration of the self-assembly and self-alignment process. (a) A substrate
binding site with a lubricant droplet. (b) A part touches the droplet. (c) The droplet
spreads on the surface of the part and forms a bridge between the part and the substrate
binding site. (d) The part is aligned to the substrate binding site.

To analyze the self-assembly process, we have the following assumptions:

• We always assume the lubricant wets both the part surface and the substrate binding

site.

• We consider the self-assembly as a quasi-static process with no friction, inertia effects

ect.

To study the self-assembly process, we can calculate the lubricant-water interfacial en-

ergy for each position of the part during the movement, as well as the surface tension



46

restoration forces. We study two different binding site shapes: disk and square in the

following sections.

4.3.1 Circular binding sites

When the binding sites are disks, the model for surface energy is similar to the minimal

catenoid surface. When the part is not aligned with the substrate binding site, the two

disks are not co-axial and the lubricant-water interface might not be catenoid. Therefore,

we use Surface Evolver to calculate the surface energy and surface tension force.

To obtain the information for the lubricant droplet (thickness, volume, contact angle etc.)

on the binding site, we measure the lubricant thickness after it is polymerized. Figs. 4.11

show the polymerized lubricant on 500µm binding sites.

Figure 4.11: Polymerized lubricant on 500µm circular binding sites: (a) Side view shows
the contact angle of the lubricant on the binding site is small (less than 90◦). (b) Top view
of the lubricant droplets.

We can calculate the contact angle of lubricant on the binding site in water from the

lubricant thickness. Suppose the lubricant droplet is a spherical cap. From the contact
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angle illustration in Fig. 4.12, we have

Figure 4.12: A plot of the relationship between the contact angle, binding site width w and
droplet height h.

r sin θ =
w

2
r cos θ = r − h (4.32)

Therefore,

2h

w
=

1− cos θ

sin θ

2h

w
=

sin( θ
2)

cos( θ
2)

θ = 2 arctan(
2h

w
) (4.33)

With the averaged lubricant thickness on these binding sites being 41µm, the contact

angle is approximately 19◦. From Eq. 4.8, the lubricant-water surface tension γwl can be
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estimated as

γwl =
γls − γws

cos θ
(4.34)

where γws ≈46mJ/m2 is the surface tension between lubricant and SAM-coated binding

site, and γs ≈1mJ/m2 is the surface tension between water and the SAM-coated binding

site. The lubricant-water interfacial energy can be estimated to be γwl ≈50mJ/m2.

The volume of the lubricant on a circular binding site can be derived in terms of r and

h as follows:

V =
πh(3r2 + h2)

6
(4.35)

With r=250µm and h=41µm, the volume is V =4.1× 10−3mm3. We can calculate the

surface energy and surface tension forces during the self-alignment process by using Surface

Evolver.

Suppose the lubricant volume does not change during the process, the lubricant is insol-

uble in water and the shrinkage of the lubricant during polymerization process is negligible,

the volume will be the constraint for the optimization. To find the restoration force at a

certain displacement of the part, the simulations are carried out in two steps as shown in

Fig. 4.13:

• With the lateral displacement of x, the part has an optimal vertical position, at

which the vertical restoration force is zero. We search a range of vertical positions

and calculate the restoration force by Surface Evolver until the optimum is found

(Fig. 4.13(a)).

• At the optimal vertical position, the lateral restoration force is calculated as the

derivative of surface energy by using Surface Evolver.

When the part is at zero lateral displacement with the binding site, we simulate the sur-

face energy and surface tension force with respect to the vertical displacement, which is plot-

ted in Fig. 4.14. From the numerical simulation with r=250µm and V =4.1× 10−3mm3, we

can obtain that the minimum surface has area and energy of approximately 0.0330609mm2

and 1.6530nJ respectively, when the part vertical displacement (lubricant thickness) is



49

Figure 4.13: The two steps of simulation for each pose of the part: (a) finding the optimal
vertical displacement of the part; (b) calculation of the surface energy and restoration force.

0.021094mm. This minimal surface is a catenoid surface. As discussed in the previous sec-

tion, this minimal surface can also be determined by solving Eqs. 4.31, with given r=250µm,

h=41µm and V =4.1× 10−3mm3. Table 4.3.1 shows a comparison between the results de-

rived from the two different methods: Variational Calculus and Surface Evolver.

By repeating the calculations of the surface energy and lateral surface tension forces for

different part lateral displacements, we can obtain the surface energy (Fig. 4.15(a)) and the

restoration forces (Fig. 4.15(b)). Fig. 4.15(c) shows how the vertical displacements of the

part change with lateral movements of the part.
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Figure 4.14: The simulation results of surface energy and lateral forces calculated by Surface
Evolver. When the part has no lateral displacement with the binding site, (a) surface energy
and (b) surface tension force with respect to the part height. The binding site is disk with
the radius of 500µm.

Table 4.2: Comparison of minimal surface results from different methods: analytical solu-
tions from Variational Calculus and numerical solutions from Surface Evolver.

Methods Vertical displacement Interfacial area Interfacial energy

Variational Calculus 0.020906mm 0.0328287mm2 1.6414nJ

Surface Evolver 0.021094mm 0.0330609mm2 1.6530nJ

4.3.2 Square binding sites

We also use square binding site for our experiment. An array of polymerized lubricant on

square binding sites is shown in Fig. 4.16. To calibrate the lubricant volume deposited on a

square binding site, we use a surface profiler (P15, Tencor) to characterize the morphology

of the cured lubricant on one binding site (Fig. 4.17). The peak point height of a cured

lubricant droplet is 62.1µm, and the volume of the droplet is calculated to be 0.033mm3.

For square binding sites, the restoration torque due to the misalignment in orientation

has to be calculated in addition to the lateral restoration forces. The simulations results

include:
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• The relation between the surface energy and vertical surface tension force with respect

to the vertical displacement of the part, which is shown in Figs. 4.18(a) and (b).

• When the part has lateral misalignments (Fig. 4.19(a)), the vertical displacements of

the part, the surface energy and lateral restoration forces with respect to the lateral

displacement x of the part are shown in Fig. 4.19(b), (c) and (d) respectively.

• When the part has orientational misalignments (Fig. 4.20(a)), the vertical displace-

ments of the part, the surface energy and lateral restoration forces with respect to the

relative orientation α of the part are shown in Fig. 4.20(b), (c) and (d) respectively.

By simulation, we can estimate the optimal height of the part with respect to the

binding site is ≈0.032951mm and the minimal surface energy is 6.5967nJ with the volume

V =0.033mm3 and the binding site size of is 1×1mm2.

4.4 Summary

In this chapter, we have explained the surface energy and surface tension force from the mi-

croscopic point of view. The minimization of surface energy was modelled, and an analytical

solution of minimal surface between two coaxial disks has been derived. FEM simulations

are used to calculate the surface energy and surface tension forces for our self-assembly step.
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Figure 4.15: Surface Evolver simulation results: (a) surface energy, (b) lateral restoration
forces and (c) vertical displacements of the part with respect the lateral displacements of
the part. The binding site is disk with diameter of 500µm.
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Figure 4.16: A substrate with an array of binding sites with cured lubricant. The lubricant
is deposited exclusively on the binding sites.

Figure 4.17: Surface topograph of a lubricant droplet on a 1×1mm2 square binding site. (a)
Side view of surface profile of the lubricant droplet. (b) Top view of the surface topology,
and different gray scales indicate different surface heights.
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Figure 4.18: When the part has no lateral displacement with the binding site, (a) surface
energy and (b) surface tension force with respect to the part height can be calculated by
Surface Evolver . The binding site is 1×1mm2 square.
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Figure 4.19: (a) An illustration of the lateral misalignment x. (b) vertical displacements of
the part, (c) surface energy and (d) restoration forces with respect the lateral displacements
of the part. The binding site is 1×1mm2 square.
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Figure 4.20: (a) An illustration of the misalignment in orientation. The relative orientation
between the part and the substrate binding site is α, though their centers coincide. Simu-
lation results by Surface Evolver: (b) Vertical displacements of the part, (c) surface energy,
and (d) restoration torques with respect to the relative orientations of the part, respectively.
The binding site is 1×1mm2 square.
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Chapter 5

BINDING SITE GEOMETRY DESIGN

The driving force for self-assembly is provided by a liquid lubricant meniscus confined

between two hydrophobic surfaces in an aqueous environment. The shape of the binding

site plays an important role in the assembly. So far, most self-assembly experiments have

been performed only with specific devices of symmetric binding sites with no preference in

orientation, e.g.unpackaged square GaAs/GaAlAs LEDs and mirrors [54, 59, 60]. The final

alignment between the part and the substrate binding site will not be unique: for example,

the square part has four different possible alignments 90◦ apart in orientation. Therefore,

to achieve best alignment, the hydrophobic pattern design becomes a critical issue for the

self-assembly process. With an optimal design, the part can assemble in a unique position

and orientation.

In this chapter, we discuss a constructive method to design binding site geometry. First,

we introduce a first-order approximation model of the interfacial energy. Based on the

model, we can calculate the driving forces or torques for assembly at much smaller com-

putational expense. A series of geometric shapes including disks, symmetric rings and

asymmetric rings with non-concentric inner cutout are studied. From the energy and force

(torque) analysis, a constructive optimization method is used to find optimal binding site

shapes. As the result, optimal symmetric ring shapes ensuring unique alignment position,

and asymmetric rings ensuring unique alignment position and orientation, are obtained.

5.1 First order approximation model

In this section, we introduce a first order approximation model for calculating the surface

energy. Due to its computational simplicity, this method is preferable, e.g. compared to

using the three-dimensional finite element method (FEM) software Surface Evolver.

A brief derivation of the model is described as follows. With the assumption that shift
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Figure 5.1: (a) Cross-section of the lubricant-water interfacial area. (b) The projection of
the interfacial area to the substrate plane is shown as the shaded area. Note the lubricant
thickness has been exaggerated.

between the part (P ) and the substrate binding site (S) is much larger than the lubricant

thickness, the water-lubricant interfacial area (Fig. 5.1(a)) can be approximated by its

projection to the substrate plane shown as shaded areas in Fig. 5.1(b). Due to the linear

relationship between the interfacial energy and area, we can approximate the interfacial

energy E by the projection area (Fig. 5.1(b)):

E = γ(| S | + | P | −2 | S ∩ P |) (5.1)

where | P |, | S | and | S ∩ P | denote the part area, the substrate binding site area and

their overlap areas respectively, and γ is the lubricant-water interfacial tension.

Simulation results from the two different methods for a 500µm disk and a 1×1mm2

square are shown in Figs. 5.2 and Figs. 5.3. Both the surface energy and force results

demonstrate good accordance between the approximation model and the three-dimensional

FEM (Surface Evolver), as long as the displacement between the part and the substrate

binding site is larger than the lubricant thickness. Fro smaller displacements, this model

overestimates the alignment forces. A quadratic model provides more accuracy in this range.

This model enables the designer to efficiently estimate the energy of a system where the

meniscus is confined to the overlap of the two hydrophobic areas.

To briefly describe the implementation of the simulation tool, the overlap area called
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Figure 5.2: Simulation results from the approximation model and Surface Evolver for 500µm
circular binding site: (a) Surface energy and (b) lateral surface tension force. Here we use
γ=50mJ/m2 and the lubricant volume is 0.0041mm3.

A(x, y, α) is computed with respect to three parameters, representing the relative location

(x, y) and orientation α of P with S. For a given orientation α, the value A can be calculated

efficiently by two-dimensional convolution of P to S. To characterize the overlap area as a

function of the rotation angle, calculations are iterated for discretized α values in the range

from 0◦ to 360◦. Therefore, for a binding site design, we use two plots to show the simulation

results: translation and rotation. In the translation result, the overlap ratio, which is the

ratio of the overlap area to part binding site area ( |S∩P |
|P | ), is plotted as a function of relative

location (x, y) of P to S. In the rotation result, each point in the plot corresponds to a

maximum overlap ratio with respect to a given orientation β. An example of the simulation

of a square pattern is shown in Fig. 5.4. A comparison between simulation and experimental

results of different binding site designs is investigated in [82].

In the case when the parts have a pre-determined design, we have to decide what is the

optimal design for the binding site on the substrate. For example, the binding site design

for assembly of the off-shelf LEDs with the hydrophobic pattern shown in Fig. 5.5(a) is not

straightforward. If we choose the substrate binding site the same as the LED’s (Fig. 5.5(b)),

the simulation results in Fig. 5.5(c),(d) show several local overlap maxima, which correspond
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Figure 5.3: Simulation results from the approximation model and Surface Evolver for
1×1mm2 square binding site: (a) Surface energy and (b) lateral surface tension force. Here
we use γ=50mJ/m2 and the lubricant volume is 0.033mm3.

to energy minima. An improved design is shown in Fig. 5.5(e), which has openings in the

top-left and right-bottom corners for post-assembly processing. It has no local maximum

in the translation result (Fig. 5.5(f)). The minima in the rotation result at 180◦, shown in

(Fig. 5.5(g)), can not be avoided due to the given LED symmetry design.

The experimental result in Fig. 5.6(a) shows the LED stuck at the position as indicated

in the simulation (Fig. 5.5(c)), when using the design in Fig. 5.5(b). Fig. 5.6(b) is an

assembled LED on the improved binding site shown in (Fig. 5.5(e)).

In summary, the simulation results accord with the experimental results. The simulation

tool can be employed to efficiently evaluate designs for assembly experiments in order to

improve the assembly results.

5.2 Geometric pattern design for hydrophobic binding sites

In this section, we discuss the binding site optimization and binding site design methods, by

using the first order approximation model. Ideally, an optimal pattern would have a unique

assembly location including position and orientation, which corresponds to a unique energy

global minimum. Based on the first order model, such an ideal pattern will have a unique
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Figure 5.4: Simulation results for the square pattern. (a) Translation simulation of two
squares with relative orientation of 0◦. (b) Translation simulation of two squares with
relative orientation of 45◦. (c) Rotation simulation of two squares.



62

maximum overlap area.

First, we introduce some terminology that will be used in the paper:

• Position (b, β) denotes where the part is in a polar coordinate system.

• Orientation (α) is the angular difference of a part with respect to a reference frame.

• Pose (b, β, α) denotes both the position and orientation

• Position alignment (∆b, ∆β) is the relative position of a part to a binding site.

• Orientation alignment (∆α) is the relative orientation of a part to a binding site.

• Alignment (∆b, ∆β, ∆α) is the relative pose of a part to a binding site

For convenience, we use the substrate binding site center as the origin. Therefore, the

pose of the part and its alignment have the same value (b, β, α).

There are different ways to design such patterns as follows:

• Pattern design for a given part. When the assembly parts have special requirements

and the part binding site cannot be chosen freely, we have to find the design which

offers the least number of local maxima. An example is the LED binding site design,

discussed in the previous section.

• Heuristic design. An asymmetric “swirl” design has been presented in [83]. By using

the first order simulation tool, we have found that there is a unique overlap maximum

in all the poses of the part.

• Site design by exhaustive search. A systematic search of the entire design space is per-

formed and an optimal design is found based on evaluations of all the designs searched.

Complexity of this algorithm is exponential in the resolution of the discretization. It

is computationally expensive and slow, and only approximated solutions are found

because of discretization.
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• Site design by using composite geometric shapes, formed by simple shapes as circular,

square, triangular etc. Simple geometric shapes usually have more than one overlap

area maximum in all the poses. For example, two identical hydrophobic square shapes

have four maxima in overlap area at the relative orientations of 0◦, 90◦, 180◦ and 270◦.

Two identical circular shapes have maximal overlap area at the coincidence of their

centers, no matter of their relative orientation. However, composition of simple shapes

would generate a design with unique maximal overlap areas. Compared to the previous

methods, this method is simple and easy to implement, however we cannot find all

the possible optimal shapes by using this method.

In the following sections, we will focus on the last method. Particulary, composite

patterns with circular shapes of different sizes are used to create optimal designs.

5.3 Geometric analysis of composite ring shapes

For simplicity of analysis, we investigate rings constructed from the set difference of two

disks as examples to study optimal shape design. As the disk-disk intersection area depends

exclusively on the disk center distance, the ring-ring overlap area can be obtained in closed-

form. From the analytical results of rings, we can derive the general design rules for the

construction of optimal shapes.

A ring geometry can be simply defined as the subtraction of a smaller circular shape

from a bigger one. We will introduce some basic definitions and operations as follows.

5.3.1 Basic shapes

Definition 5.3.1 Disk: a disk shape is defined as D(c, r) with center c and radius r.

Definition 5.3.2 Ring: a generalized ring is defined as R(Db, Ds) with outer bigger disk

as Db and inner circular cutout as Ds.

The parameters for rings include (rb, rs, a), with rb and rs as the radii of Db and Ds

respectively, and the offset a =|| cb − cs || denoting the distance between the centers of the
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disks. As the small disk has to be included in the large one, the condition rb ≥ rs + a must

be satisfied. A generalized ring is shown in Fig. 5.7.

When offset a = 0, i.e. Cb = Cs, the rings are referred to as symmetric rings. Otherwise

they are called asymmetric rings.

5.3.2 Disk-disk overlap area and its derivatives

Definition 5.3.3 Overlap Area A(D1, D2) denotes the overlap area between disks D1 and

D2.

The overlap area between two disks with their radii of r1 and r2 respectively, depends

only on the distance b =|| c1− c2 || between their centers. As shown in Fig. 5.8, the overlap

area is the addition of two lens-shapes.

Suppose the two circular shapes are D1 and D2 with their radii of r1 and r2 respectively,

then the intersection area can be calculated as:

Proposition 5.3.1

A(D1, D2) =





0 b ≥ r1 + r2

−
√

(−b+r1+r2)(b+r1−r2)(b−r1+r2)(b+r1+r2)

2

+r2
1 arccos( b2+r2

1−r2
2

2br1
) + r2

2 arccos( b2+r2
2−r2

1
2br2

) | r1 − r2 |< b < r1 + r2

min(πr2
1, πr2

2) 0 ≤ b ≤| r1 − r2 |
(5.2)

Definition 5.3.4 F (D1, D2) denotes the derivative of overlap area of D1, D2 in terms of

b.

It can be calculated as:

Corrollary 5.3.1

F (D1, D2) =
dA(D1, D2)

db

=




−
√

(−b+r1+r2)(b+r1−r2)(b−r1+r2)(b+r1+r2)

b | r1 − r2 |< b < r1 + r2

0
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The derivative F (D1, D2) can be interpreted as the intersecting segment between two disks.

When two disks D1 and D2 are of same size, i.e. r1 = r2 = r, the overlap area and

derivative area are as follows:

Corrollary 5.3.2

A(D1, D2) =




− b
√

(2r−b)(2r+b)

2 + 2r2 arccos( b2

2br ) 0 < b < 2r

0 b ≥ 2r
(5.3)

Corrollary 5.3.3

F (D1, D2) =




−√4r2 − b2 0 < b < 2r

0

5.3.3 Ring-ring overlap area and its derivatives

Suppose the two generalized rings R1(D1b, D1s) and R2(D2b, D2s) are identical, i.e.r1b =

r2b = rb and r1s = r2s = rs. To describe the relative pose (position and orientation)

between the two rings, we use a triplet: (b, β, α) in the polar coordinate system, shown in

Fig. 5.9. Here, b is the magnitude of vector −−−→c1bc2b and β is the polar angle of −−−→c1bc2b in the

domain of 0 ≤ β ≤ 2π. The relative orientation between the two rings is represented by α,

with 0 ≤ α ≤ 2π.

Definition 5.3.5 A(R1, R2) denotes the overlap area between R1 and R2.

The overlap area between them can be decomposed into four parts (Fig. 5.10) as follows:

| R1 ∩R2 | = | (D1b −D1s) ∩ (D2b −D2s) |

= | D1b ∩D2b | + | D1s ∩D2s | − | D1b ∩D2s | − | D1s ∩D2b |

The overlap area can be calculated from four disk-disk intersection areas:

Proposition 5.3.2

A(R1, R2) = A(D1b, D2b) + A(D1s, D2s)−A(D1b, D2s)−A(D1s, D2b) (5.4)
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Since the overlap area of two disks only depends on their distance, the distances (Fig. 5.10(a)-

(d)) between different circular shapes are calculated to find out the overlap area:

|| c2b − c1b || = b

|| c2b − c1s || =
√

a2 + b2 − 2ab cos(β)

|| c2s − c1b || =
√

a2 + b2 + 2ab cos(α− β)

|| c2s − c1s || =
√

(2a sin(α/2))2 + b2 − 4ab sin(α/2) sin(α/2− β) (5.5)

Fb(R1, R2), Fβ(R1, R2) and Fα(R1, R2) denote the derivatives of the overlap area be-

tween R1(D1b, D1s) and R2(D2b, D2s) in terms of b, β and α, respectively.

By substituting the distances bs in Eq. 5.2, Eq. 5.3, Eq. 5.4 with the distances obtained

in Eq. 5.5, we obtain the overlap area in terms of (b, β, α). The first order derivatives in

terms of b for each term in Eq. 5.4 can be simply derived as:

Proposition 5.3.3

Fb(R1, R2) = FD1bD2bb + FD1sD2sb − FD1bD2sb − FD1sD2bb

FD1bD2bb = F (D1b, D2b)

FD1sD2bb = F (D1s, D2b)
d(

√
a2 + b2 − 2ab cos(β))

db

FD1bD2sb = F (D1b, D2s)
d(

√
a2 + b2 + 2ab cos(α− β))

db

FD1sD2sb = F (D1s, D2s)
d(

√
(2a sin(α/2))2 + b2 − 4ab sin(α/2) sin(α/2− β))

db
(5.6)

The first order derivatives in terms of β for each term in Eq. 5.4 are:

Fβ(R1, R2) = FD1bD2bβ + FD1sD2sβ − FD1bD2sβ − FD1sD2bβ

FD1bD2bβ = 0;

FD1sD2bβ = F (D1s, D2b)
d(

√
a2 + b2 − 2ab cos(β))

dβ
;

FD1bD2sβ = F (D1b, D2s)
d(

√
a2 + b2 + 2ab cos(α− β))

dβ
;

FD1sD2sβ = F (D1s, D2s)
d(

√
(2a sin(α/2))2 + b2 − 4ab sin(α/2) sin(α/2− β))

dβ
(5.7)
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The first order derivatives in terms of α for each term in the Eq. 5.4 are:

Fα(R1, R2) = FD1bD2bα + FD1sD2bα − FD1bD2sα − FD1sD2sα

FD1bD2bα = 0

FD1sD2bα = 0

FD1bD2sα = F (D1b, D2s)
d(

√
a2 + b2 + 2ab cos(α− β))

dα

FD1sD2sα = F (D1s, D2s)
d(

√
(2a sin(α/2))2 + b2 − 4ab sin(α/2) sin(α/2− β))

dα
(5.8)

With the analysis of the overlap area and its derivatives, we can establish geometric

models for finding optimized binding site designs.

5.4 Optimal ring shape design

5.4.1 Optimization objective and condition

As discussed above, an optimal pattern should allow only one energy minimum for all con-

figurations (b, β, α) between two geometric patterns. Therefore, the corresponding overlap

area should have only one maximum. A sufficient condition for such designs is that regard-

less of the part initial position, there should exist a motion path, by following which the

overlap area strictly monotonically increases until the part reaches the unique alignment

position. In the following sections, we discuss the possible paths satisfying this condition.

To assure the existence of such paths, we derive the geometry constraints for different ring

shapes including symmetric and asymmetric rings. Therefore, by finding the ring shapes

satisfying the constraints, we can obtain a group of optimal rings.

5.4.2 Symmetric rings

With offset a = 0, the overlap area between two symmetric rings only depends on their

distance b, and not β or α. Symmetric rings might have local maxima in overlap area

[82] depending on the ratio rs/rb. Here, we analyze different ring configurations (rs, rb)

based on our optimization model, and obtain quantitative results for optimized symmetric
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rings. Illustrations of the overlap area (Eq. 5.2) of R1(D1b, D1s) and R2(D2b, D2s) and its

derivatives in terms of b are shown in Figs. 5.12.

A necessary condition for the ring shape to have a unique maximum is

Theorem 5.4.1 The symmetric rings will have a unique overlap area maximum when the

ratio between the inner disk radius and outer disk radius is no more than
√√

108/2− 5.

The proof of this theorem is based on the sufficient condition, there must exist a con-

tinuous path, along which b decreases and overlap area increases. In other words, the

derivative of overlap area in terms of b, which is Fb(R1, R2) = F (D1b, D2b) + F (D1s, D2s)−
F (D1b, D2s) − F (D1s, D2b), has to be less than zero in the domain of 0 ≤ b ≤ 2rb. The

different overlap area terms and their derivatives are shown in Fig. 5.12. From Fig. 5.12(b),

we can see that F (D1b, D2s)+F (D1s, D2b) in the domains of (0, rb−rs] and [rb +rs, 2rb) are

zero, so the total derivative cannot be positive. In addition, maximum of the derivatives is

in the domains of (
√

r2
b − r2

s , rb + rs), as the term F (D1b, D2s) + F (D1s, D2b) has its maxi-

mum in magnitude at b =
√

r2
b − r2

s with the term F (D1b, D2b) monotonically increasing in

the domain. Therefore, if there are positive total derivatives in the domain, there must be

some in the domain of [
√

r2
b − r2

s , rb + rs].

In summary, the sufficient and necessary condition of non-positive derivative is that

there is no non-negative derivative in the domain of
√

r2
b − r2

b ≤ b ≤ rb + rs. Hence we have

the following inequality,

F (D1b, D2b)− F (D1b, D2s)− F (D1s, D2b)

= −
√

4r2
b − b2 + 2

√
(−b + rb + rs)(b + rb − rs)(b− rb + rs)(b + rb + rs)/b ≤ 0,

√
r2
b − r2

b < b < rb + rs (5.9)

The solution to Eq. 5.9 is rs ≤
√√

108/2− 5rb, with the numerical approximation of

rs ≤ 0.442891rb.

5.4.3 Asymmetric rings

The configurations for asymmetric rings include the ratios of rs/rb and a/rb. With the inner

cutout and outer disk not being concentric, both the orientation parameters β and α have
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to be considered for analysis. The parametric plots of asymmetric rings overlap derivative

profile (α = π) in terms of b is shown in Fig. 5.13.

Suppose the two asymmetric rings R1 and R2 are identical. For any given orientation

(β, α), the derivatives of the overlap area with respect to b, Fb(R1, R2), has a maxima. Such

maxima decrease from β = 0 to β = π at α = π (Fig. 5.13(b)), with the lower bound at

(β = 0, α = π) and upper bound at (β = 0, α = π). Therefore, we have:

Proposition 5.4.1 If the maximal derivative at (β = 0, α = π) is smaller than zero, all

the derivatives are smaller than zero and the overlap function will have a unique global

maximum.

Proposition 5.4.2 If the maximal derivative at (β = π, α = π) is more than zero, all the

maxima at other orientations will be more than zero and the overlap area will have local

maxima.

With the sufficient condition for an optimal design: the existence of a motion path mono-

tonically decreasing the overlap area, we construct two such motion paths from Proposition

5.4.1 and Proposition 5.4.2:

1. Motion path I (Fig. 5.14): translation and rotation. As illustrated in Fig. 5.14(a),

one ring moves toward the center of the other one until they are concentric, and dur-

ing this movement the overlap area increases. Though two rings are concentric, they

might not be aligned (Fig. 5.14(b)) and the ring will rotate until they are perfectly

aligned (Fig. 5.14(c)) corresponding to maximum overlap area. At a certain point in

the translation step, the derivative in terms of b reaches maximum. If the maximum is

smaller than zero, such a motion path can lead to the perfect alignment. From Propo-

sition 5.4.1, we expect that for all initial positions, such motion paths (translation and

rotation) exist leading to the final alignment.

2. Motion path II (Fig. 5.15): translation, rotation, translation and rotation. This mo-

tion path includes four different movements: first one ring translates toward the other

until the overlap area no longer increases (Fig. 5.15(a)); the ring then rotates until the
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overlap area no longer increases (Fig. 5.15(b)); the next two movements are the same

to those in motion path I, including translation and rotation shown in Fig. 5.15(c)

and (d). Finally, the maximum overlap area is reached as shown in Fig. 5.15(e). In

this situation, derivatives in terms of b are not all negative, which does not satisfy

the conditions in motion path I. Therefore, during the first translation step, there will

be some points, at which the derivative in terms of b is positive or zero. However, in

order to achieve the perfect alignment, there must exist at least one translation path

with the derivatives in terms of b negative. From Proposition 5.4.2, such a path is in

the direction of (β = π, α = π), which is the condition of this motion path II.

In summary, motion path I is a more strict constraint on the rings, while motion path

II imposes the least strict constraints for asymmetric rings to reach perfect alignment.

For each constructed path, certain conditions have to be imposed. The following sections

are dedicated to analyze the different situations.

Motion path I

If paths in the motion path I category exist, they have to satisfy two conditions:

1. There is only one overlap maximum at b = 0, regardless of the values of β and α.

2. When b = 0, there is only one overlap maximum at α = 0.

In order to satisfy the first condition of unique maximum at b = 0, the derivative in

terms of b has to be non-negative for all possible β and α. We only consider the derivative

when β = 0 and α = π shown in Fig. 5.14(a), where the maximum happens.

The derivative consists of four different terms, illustrated in Fig. 5.16. From similar

arguments in the symmetric ring section, we can derive the following inequality in the

domain of
√

r2
b − r2

b + a < b < rb + rs + a:



71

−
√

4r2
b − b2 −

√
4r2

s − (b− 2a)2

+
2
√

(a− b + rb + rs)(b− a + rb − rs)
b

×
√

(b− a− rb + rs)(b− a + rb + rs) ≤ 0,

when
√

r2
b − r2

b + a < b < rb + rs + a (5.10)

Numerical solutions are obtained to Ineq. 5.10 shown in Fig. 5.17(a). Each point in the

plot of Fig. 5.17(a) is the solution to Ineq. 5.10, with the horizontal axis denoting the ratio

of rs/rb and vertical axis of a/rb .

From the second condition, we have that the first derivative of α is non-positive, when

b = 0 and the rotation angle α is in the range of [0, π] (Fig. 5.14(c)).

FD1sD2sα − FD1bD2sα ≤ 0,when d = 0, β = 0 and 0 ≤ α ≤ π.

From Eq. 5.8, we have

FD1sD2sα = −
√

4r2
s − 4a2 sin(α/2)2a cos(α/2)

when b = 0, β = 0 and 0 ≤ α ≤ π. (5.11)

FD1bD2sα = F (D1b, D2s)
d(

√
a2 + b2 + 2ab cos(α− β))

dα
= 0,

when b = 0, β = 0 (5.12)

Therefore, Ineq. 5.11 can be simplified as

FD1sD2sα = −
√

4r2
s − 4a2 sin(α/2)2a cos(α/2) ≤ 0,

when b = 0, β = 0 and 0 ≤ α ≤ π. (5.13)

The solution to Ineq. 5.13 is

4r2
s − 4a2 sin(α/2)2 ≥ 0, as a cos(α/2) ≥ 0, when 0 ≤ α ≤ π.

Therefore we have a ≤ rs, which means the inner circular cutoff must touch the center of the

large circle. By combining both of the solutions for the translation and rotation conditions,

we have the solutions as plotted in Fig. 5.17(b).
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In addition, we evaluate each feasible solution rs, a by calculating the maximal derivative

denoted by Fbmax(R1, R2) for all feasible b in the domain of (
√

r2
b − r2

b + a, rb + rs + a). As

in Fig. 5.18, each point in the surface represents a triplet (rs/rb, a/rb, Fbmax(R1, R2)) with

the feasible solution pair (rs/rb, a/rb) and the corresponding value of Fbmax(R1, R2).

Motion path II

In this section, we analyze the paths in the motion path II category, which includes four

different movements. As illustrated in Fig. 5.15(a) and (b), the part can always reaches the

position shown in Fig. 5.15(c), as the overlap area reaches its maximum in terms of β and

α. Therefore, to achieve the final perfect alignment, the overlap area must keep increasing

during the movements illustrated in Fig. 5.15(c) and (d), which leads to two constraints:

1. The first order derivative of b is negative, when the part approaches from the thickest

edge of the ring (Fig. 5.15(c)).

FD1bD2bb + FD1sD2sd − FD1bD2sb −D1sD2bb ≤ 0 (5.14)

2. When b = 0, there is only one overlap maximum at α = 0 (Fig. 5.15d). This condition

is exactly as the conditions in Path I, with the solution to it as r ≤ Rb.

The numerical solution of (rs, a) for the first condition is shown in Fig. 5.19(a). By com-

bining both of the solutions, the translation and rotation conditions, we have the solutions

as plotted in Fig. 5.19(b).

In addition, we evaluate each feasible solution rs, a, by calculating the maximal derivative

Fbmax(R1, R2) for all feasible b in the domain of (
√

r2
b − r2

b −a, rb + rs−a). As in Fig. 5.20,

each point in the surface represents a feasible solution pair of (rs, a) with the evaluation

value of Fbmax(R1, R2).

5.5 Summary and conclusions

In this chapter, we have discussed a first-order approximation model to simulate surface

energy in the self-alignment process. In addition, we have investigated a method to find
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optimal geometric shape for alignment by using composite shapes. We have developed an

analytical model of the simple case of composite shapes: rings. By using the model, we can

decide the configurations of the rings in order to achieve unique alignment results.

From the results of optimizations, we can conclude:

• Symmetric rings require the constraint rs ≤ 0.442891rb in order to achieve perfect

alignment.

• From the results of the symmetric rings, we can generalize the result. If any pattern

that can be enclosed in a circle with radius r ≤ 0.442891rb with rb the outer circle

radius, it can reach perfect alignment.

• Asymmetric rings satisfying the constraints as shown in Fig. 5.19 are optimal.
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Figure 5.5: (a) A commercial LED with the given binding site design. (b) An straightforward
design for the substrate binding site is the same as the binding site pattern of the LED.
(c) Translation and (d) rotation simulations for the design in (b). (e) An improved binding
pattern design for LED assembly, with the openings on the top-left and bottom-right corners
for placing the electroplating bases. (f) Translation and (g) rotation simulations for the
design shown in (e), which show no local maximum for the improved design.
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Figure 5.6: Assembly of LEDs to different binding sites: (a) A LED is mis-aligned on the
binding site pattern shown in Fig. 5.5(b). (b) An LED is aligned on the improved binding
site shown in Fig. 5.5(e).

Figure 5.7: The parameters of a ring shape.
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Figure 5.8: The overlap area between two disks.

Figure 5.9: The parameters to describe the intersection between two identical rings
R1(D1b, D1s) and R2(D2b, D2s).
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Figure 5.10: The intersection between two identical rings can be decomposed into four
different intersections.
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Figure 5.11: The four components of the ring-ring overlap areas are intersections between
different circular shapes with centers of c1b, c2b, c1s and c2s respectively. (a). Intersection
between c1b and c2b. (b). The intersection between c1s and c2b. (c). The intersection
between c1b and c2s. (d). The intersection between c1s and c2s.
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Figure 5.12: (a) The overlap area profile between two identical symmetric rings R1(D1b, D1s)
and R2(D2b, D2s). Different terms plotted in different colors denote the overlap areas of
different disks. (b) The derivatives of the overlap area terms.
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Figure 5.13: An example of the overlap derivative profile for asymmetric ring shape. (a)
Three-dimensional plot. (b) Intensity plot with color representing the derivatives of the
overlap area with respect to b.
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Figure 5.14: Constructed path I. (a) The part approaches the fixed binding site with the
restoration force bigger than zero until their centers coincide. (b) The part then rotates till
(c) perfect alignment.
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Figure 5.15: Constructed path II. (a) The part approaches the fixed binding site till restora-
tion force is zero. (b) The part then rotates along the center of the fixed binding site until
the maximum overlap area is achieved. (c) The part then moves towards the center of the
binding site till their centers coincides. (d) The part then rotates till (e) perfect alignment.
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Figure 5.16: An example of first order derivative terms of overlap area.

Figure 5.17: Numerical solutions satisfying two constraints of motion path I. (a) Solutions
to the first condition. (b) Solutions to both of the conditions.
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Figure 5.18: Evaluations of solutions satisfying the constraints for motion path I. The
function value corresponding to each point (rs, a) is the maximal overlap area derivative of

b in its of (
√

r2
b − r2

s + a, rb + rs + a). (a) Solutions to the first condition. (b) Solutions to
both of the conditions.

Figure 5.19: Numerical solutions to motion path II. (a) Solutions to the first condition. (b)
Solutions to both of the conditions.



85

Figure 5.20: Evaluations of solutions satisfying the constraints for motion path II. The
function value corresponding to each point (rs, a) is the maximal overlap area derivative

of b in its domain of (
√

r2
b − r2

s − a, rb + rs − a). (a) Solutions to the first condition. (b)
Solutions to both of the conditions.
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Chapter 6

SURFACE MODIFICATION AND ELECTROPLATING

In this section, we discuss two key issues for our multi-batch assembly technique: surface

modification and electroplating. The surface modification method provides us with a sim-

ple means for selectively activating the substrate binding sites for assembly. By repeatedly

applying the surface modification and self-assembly steps, we can achieve multi-batch as-

sembly. The surface modification techniques include alkanethiol SAM adsorption and SAM

desorption, which changes the surface hydrophobicity back and forth. Electroplating, as

the post-assembly step, establishes electrical connections for the assembled parts.

This chapter is dedicated to the discussion of the principles and experimental imple-

mentation of the surface modification and electroplating processes. It is divided into three

sections: alkanethiol adsorption, alkanethiol reductive desorption and electroplating.

6.1 SAM adsorption

Since the discovery of thiol SAMs formed by long-chain thiols on Au surfaces in the early

eighties [62, 84, 85], the study of different SAMs has attracted intensive attention from

researchers e.g. [64, 68, 69, 86]. With the advantages including the ease of formation and

the stability of the monolayer [87], thiol SAMs deposited on metals (gold, silver, nickel,

iron, copper and mercury) provide a robust way to engineer surface properties and surface

structures.

For our application, we use alkanethiol monolayers adsorbed on Au to change the Au

binding sites to hydrophobic, and therefore activate the binding sites. The study of alka-

nethiol SAM adsorption mechanism has been presented in [88]. As a summary, the mecha-

nism of adsorption of alkanethiol on a single crystalline Au(111) surface can be illustrated

in Fig. 6.1. In Fig. 6.1(a), the alkanethiol adsorbs on the Au surface with lower coverage,

until the saturation coverage is reached (Fig. 6.1(b)). Beyond the saturation coverage, the
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adsorbed alkanethiol starts forming high-density islands as shown in Fig. 6.1(c) due to the

molecular interactions between the adsorbed alkanethiol. Finally, the nucleation islands of

alkanethiol grow into a well structured and full-packed monolayer (Fig. 6.1(cd)).

Figure 6.1: Alkanethiol adsorption on a single crystalline Au(111) surface. (a) The adsorp-
tion of alkanethiol on Au surface takes place instantly when Au is exposed to alkanethiol.
(b) The adsorption continues until a saturation point is reaches. (c) Due to the alkanethiol
interactions, nucleation islands of high-density alkanethiol start to form. (d) The islands
grow into a well-orientated full-packed alkanethiol monolayer on the Au(111) surface.

To perform adsorption, we immerse the Au surface in the solution of alkanethiol in sol-

vent. We use fresh-prepared ethonalic alkanethiol solution of 1mM dodecanethiol

(CH3(CH2)11SH, Aldrich). The adsorption of alkanethiol SAM on Au happens simulta-

neously as the Au surface is put into the solution (Fig. 6.1(a)). However, to form a well

packed and organized monolayer, with the alkanethiol tilted 60◦ to the horizontal plane

(Fig. 6.1(d)), more time is needed [64,69,72]. Usually, we soak the sample overnight (∼10

hours) [64,72,73]. After the adsorption, an alkanethiol monolayer is formed on the exposed

Au areas on the substrate. The sulfur compound in alkanethiol forms a bond with Au, with
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the functional hydrophobic long hydrocarbon chain being exposed to the external environ-

ment. Therefore, the surface becomes hydrophobic, and the measured contact angle of the

SAM of dodecanethiol on Au is 93◦. Therefore, the binding sites are activated for assembly.

In addition to the Au on silicon substrates, we use some single crystalline Au(111)

samples for the purpose of characterizing different alkanethiol SAM desorptions. The sam-

ple are prepared by evaporating Au on mica [86]. They are soaked in 1mM alkanethiol

(CH3(CH2)nSH, n=2, 7, 11, 17, Aldrich) solutions in ethanol overnight for the SAM ad-

sorption, prior to the desorption process. The details of the desorption experimental setups

and different SAM desorption characterizations are discussed in detain in the following

section.

6.2 Selective SAM desorption

After SAM adsorption, the reductive desorption is carried out. Unlike the SAM adsorption,

which takes place on all the binding sites, the desorption is performed on selected binding

sites to de-active them by applying potential bias to them. Afterwards, the desired binding

sites, which are without desorption, stay activated and hydrophobic, and ready for assembly.

In our multi-batch self-assembly method, the desorption process plays a crucial role.

Without it, we cannot selectively activate binding sites, and cannot perform multi-batch

assembly. Furthermore, compared to the method of removing the SAM by UV light etch-

ing through a mask [61], this electrochemical desorption is advantageous for its ease of

experimental implementation.

In Fig. 6.2, we plot the SAM desorption process schematically. The reductive reaction

of alkanethiol SAMs on the Au surface is as follows:

CH3(CH2)nSAu + e− → Au + CH3(CH2)nS− (6.1)

6.2.1 Desorption results and discussions

With SAM desorption, the binding sites will change to hydrophilic and thus become de-

activated. When the substrate with lubricant is slid into water, the de-activated binding

sites, those with desorption, will not be wetted by the lubricant.
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Figure 6.2: Electrochemical desorption of alkanethiol SAM from the gold surfaces. (a)
With reductive reaction of alkanethiol SAM, the thiol is removed from the Au surface. (b)
Without SAM, the Au binding site becomes hydrophilic.

Fig. 6.3 shows the initial results of the octadecanethiol SAM desorption in two pictures

of substrates with lubricant in water. The desorption time is approximately six hours for

Fig. 6.3(a), and three hours for Fig. 6.3(b).

Fig. 6.3(a) shows the difference between the binding sites with and without desorption:

the lubricant wets the binding sites without desorption on the left, while it does not wet

the binding sites with desorption on the right. Therefore, we can tell that the desorption

has completed for the binding sites on the right and makes them hydrophilic. Those on the

left are without desorption and stay hydrophobic.

In Fig. 6.3(b), potential bias is applied to all the square binding sites from an electrical

contact, which is not shown in the picture. The contact is at the middle bottom position

of the sample. Fig. 6.3(b) shows the relationship between the binding site hydrophobicities

and their distances to the contact: the further, the less desorbed and the more hydrophobic,

as indicated by the arrows in the picture.

These results show that it can take as long as six hours to desorb octadecanethiol SAMs

from the Au binding sites. To find an optimal alkanethiol forming stable SAMs for assembly,

but also possessing desorption time suitable for our application, we have explored reductive

desorption of different alkanethiolate SAMs (CH3(CH2)nSH, n=2,7,11,17). Therefore, cyclic

voltammograms, obtained from single crystalline Au(111) on mica [63, 69], have been used

for characterization. With single crystalline Au(111), we can obtain well-defined CV curves
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Figure 6.3: Results from selective octadecanethiol SAM desorption. (a) A substrate with
six-hours selective SAM desorption. The potential bias is applied on the right hand side of
the substrate in the image to remove the SAM. The gold patterns on the left have SAM on
them, thus the surfaces are hydrophobic. (b) A substrate with three-hour SAM desorption.
The potential bias is applied to all the square binding sites from an electrical contact. The
contact, not shown in the picture, is at the middle bottom position of the sample. The
closer the binding sites are to the contact, the more SAM is desorbed and they are more
hydrophilic.
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and have more insight into the desorption.

Figure 6.4: (a)-(c) CVs of SAM desorption from Au(111) on mica. (a) Octanethiol (C8H18S).
(b) Dodecanethiolate (C12H26S). (c) Octadecanethiol (C18H38S). (d) CVs of dodecanethio-
late (C12H26S) SAM desorption from polycrystalline Au on Si.
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Figs. 6.4(a)-(c) show results from the reductive desorption experiments of Au(111) on

mica samples. The clear negative current peaks in the CVs indicate the reductive desorption

of alkanethiolate SAMs from the surfaces. These peaks become less pronounced with addi-

tional CV scanning cycles, implying the decreasing coverage of SAMs. The disappearance

of the desorption peaks indicates that a major portion of the SAM has been desorbed. The

desorption peak shifts systematically with carbon chain length, with the C8H18S, C12H26S

and C18H38S peaks being at -1.05V, -1.2V and -1.35V vs SCE (Figs. 6.4(a)-(c)). Also, the

time needed to desorb the SAMs varies systematically with chain length. For example, the

longest alkanethiolate SAM assessed, C18H38S, still has a significant fraction on the surface

after one hour and half of desorption (Fig. 6.4(c)).

These results agree with previous studies [62, 89]. The reasons are that monolayers

formed by alkanethiols with longer chain lengths are more densely packed and the lower

ion permeation during the desorption process [62, 89, 90]. The chain length also affects the

stability of the monolayer. On the other hand, we observe that the surface with propanethi-

olate SAM changes hydrophobicity in the KOH solution even in the absence of an applied

potential. Therefore, propanethiol is ruled out as a choice for the assembly experiment.

The longer desorption time for the longer chain length alkanethiolate SAMs might be the

result of re-adsorption of the reduced products. The discussions in [68] suggest that the

re-adsorption is attributed to the solubilities and diffusion rates of the alkanethiolate des-

orption products, with the longer alkanethiolates having the lower solubility and diffusion

rate.

By comparing desorption time (Figs. 6.4a-c) and stability of the different alkanethiolate

SAMs, dodecanethiol (C12H26S) is chosen for the assembly experiments. The dodecanethiol

forms a stable hydrophobic SAM on Au, and desorption of a major fraction of the monolayer

takes approximately fifteen minutes implied by the disappearance of the desporption peak

in the dotted CV data in Fig. 6.4b.

Desorption of dodecanethiolate SAM from polycrystalline Au patterns on a Si substrate

is shown in Fig. 6.4d. These desorption CVs have broader peaks, compared with desorption

CVs from single crystalline Au on mica. Moreover, it is observed that the time needed to

desorb the SAM to turn the Au surface hydrophilic is longer than the time measured by the
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disappearance of the desorption peak. A sample of the binding sites after fifteen minutes of

dodecanethiolate desorption is shown in Fig. 6.5. Fig. 6.5(a) is a picture of a substrate, with

each column of the binding sites being electrically connected. Fig. 6.5(b) shows a substrate

with lubricant in water, after fifteen minutes of dodecanethiol desorption as measured by the

desorption peak disappearance. The shrinking droplets in the two column of square binding

sites in the center (Fig. 6.5(b)) suggest that the desorption has taken place on them, while

it has not completely remove the SAM yet.

Figure 6.5: (a) A substrate with arrays of square binding sites. Each column of the exposed
squares is electrically connected. (b) A substrate with lubricant in water, after fifteen
minutes desorption. The two columns of binding sites in the center have SAM desorption,
as indicated by the shrinking lubricant droplets on them. However, the SAM has not been
completely removed from the binding sites yet.

Therefore, we usually perform the desorption longer and the average desorption time for

the designs shown in Fig. 3.1e is around one hour for dodecanethiol SAM.

6.3 Two step assembly

By repeating the surface modulation and self-assembly steps, multi-batch assembly can

be achieved. A substrate shown in Fig. 3.1 is used to demonstrate two step assembly of
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square test parts. The substrate is first coated with dodecanethiolate SAM (Fig. 2.1(b)).

Then selected sites undergo electrochemical desorption to return them to the hydrophilic

state (Fig. 2.1(c)). After SAM adsorption and one hour selective desorption, the substrate

with a thin layer of lubricant is immersed in water (Fig. 2.1(d) without part). The dif-

ferent lubricant wetting properties of Au binding sites with and without SAM are readily

seen in Fig. 6.6(a). The Au squares without SAM on the substrate remain lubricant free

(Fig. 6.6(a)). Next, a first batch of parts is added to the aqueous phase and assembled

on the lubricant coated layer (Fig. 6.6(b)). The square test parts are used as fabricated.

Untreated Au surfaces have a contact angle of 70◦ (Table. 4.1), after exposure to lab atmo-

sphere, which is sufficient to ensure assembly. After curing the lubricant and cleaning the

substrate, a second assembly is performed by repeating steps described in Fig. 2.1(e) and

(f).

By repeating SAM adsorption, desorption and assembly, controlled micro assembly is

feasible, in principle, for a large number of batches.

6.4 Electroplating process

We now turn to demonstrate the use of an electroplating method to establish electrical

connections to assembled parts. The plating process employs a platinum mesh as an anode

and the plating bases on the substrate as a cathode. The bath is a commercial solder

solution (Technic solder matte NF 820 HS (60/40), Technic Inc.). The plated solder is an

alloy of lead (Pb) 40wt.% and tin (Sn) 60wt.%.

Our choice of the electroplating basis metal is mainly based on the following considera-

tions: compatibility with the substrate fabrication process and adhesion with electroplated

alloy. Different metals: Au, aluminum (Al), titanium-tungsten (TiW) and Ni have been

tested. The results are summarized in Table 6.4.

In Fig. 6.7, it is shown that the plated alloy has smoother and even profile on the Au

seed (Fig. 6.7(a)(c)) than on the TiW (Fig. 6.7(b)(d)). The electroplating on TiW seed is

performed at the current density of 1A/cm2 and plating rate at 2µm/min, and the plated
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Table 6.1: Comparisons between electroplating basis materials.

Metals Process compatibility Adhesion with alloy

Au compatible. good

Al compatible. poor

TiW incompatible poor

Ni compatible. good

solder at lower current density has poorer adhesion and the solder can be rinsed away by

water. Electroplating on Au seed is performed at the current density of 300mA/cm2 and

plating rate of 3µm/min. The poor adhesion on Al and TiW is due to their natural oxide

layer, while Au does not have such a natural oxide layer. As a result, the plated alloy has

uneven profile on Al and TiW plating bases.

Good adhesion between Ni plating basis and the plated alloy is observed (Fig. 6.8),

though the nickel has an oxide layer as well. The Ni oxide, which is thinner than the Al

oxide [91], can be reduced at the plating potential in the acid electroplating solution, thus

allowing good adhesion.

To demonstrate the electroplating method, we use LEDs for assembly by repeating the

process described in Figs. 2.1a-d. The current density for plating is 300mA/cm2 on the

Ni base, and the plating rate is approximately 5µm/min. The resistivity of the alloy is

approximately 1.4×10−7Ωm.

The results are shown in Fig. 6.9. In Fig. 6.9a, we show a Au binding site with two

Ni plating bases. The design is chosen based on the simulation results in Fig. 5.5. No

alkanethiolate SAM is formed on the oxide coated Ni during the adsorption process. Thus

during the assembly process, the lubricant does not wet the Ni plating bases, leaving them

clean for electroplating (Fig. 6.9b). An assembled LED is aligned and bonded at the desired

site after lubricant curing (Fig. 6.9c).

In Fig. 6.10a, we show an environmental scanning electron microscope (ESEM) im-

age of an assembled LED. The gap between the LED and the substrate is approximately
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20µm. Using the electroplating procedure described above, the gap is bridged by solder al-

loy (Fig. 6.10b) and assembled LEDs can be activated by applying voltage to the electrical

contacts on the substrate described in Chapter 3. Measured contact resistance is 10Ω for

the current design. An illustration of an activated glowing LED on a substrate is shown in

Fig. 6.11.

6.4.1 Substrate material and durability

As discussed above, both Au and Ni are demonstrated as good electroplating basis metals.

However, there are several considerations that make Ni advantageous. When using Au bases,

an extra desorption process is needed to remove the alkanethiolate monolayer deposited

on the bases. Also, we have observed severe wrinkling and peeling of SOG on Au after

approximately two hours of desorption in the alkaline bath. This is due to poor adhesion

between SOG and Au, particularly in alkaline solution (i.e. 0.5M KOH) with potential bias

applied to the Au areas. Tests of silicon nitride on Au during the desorption process have

also shown wrinkling results. To overcome these problems Ni is chosen as an additional

metal for electroplating basis. The Ni layer is also patterned as connections between the

Au binding sites and the electrical contacts to reduce the contact area between Au and the

passivation layer. With Ni beneath the passivation layer, it is observed that there are no

signs of wrinkling after more than two hours, when performing SAM desorption.
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Figure 6.6: (a) A substrate with lubricant in water after selective SAM desorption. Re-
ductive desorption has removed SAM from the Au squares on the left column. Lubricant
wets the Au squares with SAM. (b) First batch of 1×1mm2 parts have been assembled and
bonded only to Au patterns with lubricant on the right. (c) Side view of two-batch controlled
micro assembly. Foreground: Second batch of 1×1mm2 assembled parts. Background: First
batch of assembled parts.
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Figure 6.7: Electroplated solder on Au and TiW seeds. (a) Image of smooth plated solder
on Au. (b) Image of plated solder on TiW seed with mushroom profile. (c) An ESEM image
of the plated solder on Au seed. (d) An ESEM image of the plated solder on a TiW seed.
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Figure 6.8: Solder plated on Ni base shows smooth and even profile.
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Figure 6.9: (a) A binding site designed for LED assembly. (b) A binding site with SAM after
lubricant is applied. The exposed Ni electroplating bases remain clean. (c) An assembled
LED on a binding site.
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Figure 6.10: (a) An environmental scanning electron microscope (ESEM) image of an as-
sembled LED. (b) An ESEM image of an assembled LED after electroplating.

Figure 6.11: An LED on a substrate after electroplating. The LED is lightened by applying
potential on the electrical contacts on the substrate.
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Chapter 7

SELF-ASSEMBLY IN THE THE MICRO AND NANO DOMAIN

In the previous chapters, we have discussed the surface-tension driven self-assembly

technique covering the aspects of the principle, experimental implementation, simulation

and surface geometry design. We have demonstrated the capability to assemble multiple

batches of micro parts into hydrophobic binding sites. By using a numerical simulation

tool, we have calculated the surface tension driving force applied on the parts during the

assembly, which shows good accordance with our experiments.

In this chapter, we investigate how the surface energy and surface tension forces change

with the size. By using the simulation tools, the surface tension forces at different dimensions

for assembly can be estimated, and the optimal working domain of this technique can be

determined. To work below the optimal domain, a new self-assembly approach has been

explored, which can be used to organize and self-assemble objects at the nano scale. Success

has been achieved to assemble polystyrene nano beads as small as 100nm. Details are also

presented in this chapter on the principle, modelling and experimental design of this nano-

assembly approach.

7.1 Scaling effect and self-assembly working domain

When scaling down to micro scale, the significance of various types of forces changes. In

order to find the optimal domain for the self-assembly process, we investigate the scale

effects on it in this section.

Trimmer’s paper [92] compared the scaling effects of different forces. It categorizes the

forces into four classes in terms of their scaling behavior represented by a bracket notation

as follows:
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F =




s1

s2

s3

s4




where s denotes the scale variable and the superscript of s indicates how force scales

with s. s1, s2, s3 and s4 indicate the forces scale in the first, second, third and fourth order

of magnitude with the dimension, respectively.

For example, surface tension force falls into the first category, as it scales with length.

Chemical reactions, friction and pressure forces scale with the surface area, therefore quadratic

with the dimension. The gravitation force, proportional to volume, scales with cubically

with dimension. Electrostatic force can be scale linearly or quadratically with the dimension,

while magnetic forces can scale quadratic, cubical or quartic with dimension, depending on

their operation mode. With the scale effects of the forces (F ) and mass (m = [s3]), the

scaling effects of other system parameters e.g. energy E, acceleration a, speed v, time t can

be derived accordingly as follows:

F =




s1

s2

s3

s4




E = F · x =




s2

s3

s4

s5




a = F
m =




s−2

s−1

s0

s1




where x is the distance and x = s1.

As a result, force scaling with the larger order of magnitude, will loose their dominance

v =
√

2E
m =




s−0.5

s0

s0.5

s1




t = x
v =




s1.5

s1

s0.5

s0



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and become less favorable at micro domain. On the other hand, surface tension, linearly

decreasing with length, becomes advantageous at the micro scale, and has been exploited for

many applications [48, 49, 52, 93, 94]. It is exploited for our self-assembly technique as well.

With surface tension force as s1, we can derive that the surface energy is s2 and velocity is

s−0.5 from Eq. 7.1.

In addition, we characterize the scaling effects quantitatively based on the estimation

of the actual forces for our assembly experiments. First, we calibrate the lubricant volume

changes with respect to the binding site dimensions. From the lubricant information, we

can use the numerical simulation tool to evaluate the surface energy, surface tension forces

etc. associated with the assembly process.

Here, we use circular binding sites with diameter of 200µm, 400µm, 500µm and 600µm.

Table 7.1 shows the measured lubricant thickness, its standard deviation (STD), variance

(VAR), lubricant volume and contact angle of the different binding sites.

Table 7.1: Lubricant information with respect to the binding site diameters including mea-
sured lubricant thickness, its standard deviation, its variance, calculated lubricant volume
and contact angles.

Diameter (µm) Thick.(µm) STD VAR Vol. (µm3) Contact angle (θ)

200 30.5 2.9643 8.7868 0.000494 33.92◦

400 37.9 1.1810 1.3947 0.002408 21.46◦

500 41.3 3.2261 10.4079 0.00409 18.75◦

600 48.1 3.8509 10.3330 0.00686 18.22◦

Fig. 7.1 is a plot of the relationships between the lubricant thickness, contact angle and

the size of the binding sites.

From the information in Table 7.1, the surface energy and surface tension forces are

determined by simulation, as shown in Fig 7.2. Fig. 7.2(a) shows the energy profiles with

respect to the part’s lateral displacements for binding sites of different size; while Fig. 7.2(b)

shows the corresponding force profiles.

To compare the surface energies at different dimensions, we calculate the change of
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Figure 7.1: Lubricant thickness and contact angles on binding sites of different sizes.

surface energy during the alignment for binding sites with different diameters. We plot

the surface energy with respect to the diameter, which is the solid line in Fig. 7.4. In

previous discussion, the scaling rule of surface energy is s2, therefore the surface energy can

be calculated as E = γπd2/4 shown as dashed line in Fig. 7.4. Supposing the thickness of

the circular silicon parts is as same with their diameter, we can calculate the surface tension

force and compare it with the gravity force. With the interfacial tension as γ=50mJ/mm2,

we can estimate that the gravitational potential reaches the interfacial energy when the

diameter of the binding size is approximately 2.5mm, at which the surface tension force

starts to lose its dominance. Hence, the upper bound of the self-assembly working domain

can be in the lower millimeter range.

On the other hand, to decide the lower bound of the working domain, we have to consider

other factors at smaller dimension. When the dimension of the binding site decreases to the

nanometer range, there are other forces that starts to arise, for example, the dissolvability of

the lubricant in water; solvation forces, which is a short range force due to the interactions

between water molecules and the interface [95]; friction due surface roughness and etc.

The dissolvability arises when the binding site size is as big as 100µm, while other factors
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Figure 7.2: (a) Surface energy and (b) surface tension forces change with respect to the
part’s lateral position for binding site of 200µm, 400µm, 500µm and 600µm.

come into play at much smaller dimension, e.g. solvation forces arises when the liquid film

is in the range of nanometer scale. The dissolvability becomes a major concern at the
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Figure 7.3: Surface energy changes during the alignment process for circular binding sites
of 200µm, 400µm, 500µm and 600µm in diameter.

Figure 7.4: Comparison between the surface tension force and the gravity.
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micro scale, though it can be negligible at millimeter scale. As the lubricant volume scales

down faster than the water-lubricant interfacial surfaces, the dissolvability of the lubricant

increases with decreasing dimension. For binding sites with diameter of 100µm, shrinkage

of a lubricant is observed after five minutes. When being cured, the lubricant would shrink

even more. Therefore, the dimension of the binding site should not be smaller than 100µm.

The optimal working domain for self-assembly is between one hundred microns to lower

millimeter range.

At the scale smaller than 100µm, self-assembly with a different mechanism is developed,

which is discussed in the following section.

7.2 Self-assembly at the nano scale

With recent successful developments in functional nano-structures, e.g. nano-bead or carbon-

nanotube sensors, their control and manipulation at the nano-scale becomes a challenging

problem. A variety of self-assembly methods have been demonstrated by using biological,

chemical, electrical or magnetic driving forces [47, 77, 96, 97]. All these approaches require

specific treatments or coatings of the nano-devices. For example, single stranded DNA has

been attached to nano-beads to create the driving force from DNA strand binding [47].

In this paper, we discuss a method to self-assemble and arrange nano-beads using surface

tension.

To use the surface tension force at smaller scale, we adapt this micro fluidic assembly

technique into the nano-domain by taking advantage of water air interfacial energy. Different

from prior work at the micro-scale using liquid-liquid interfacial energy, the self-assembly

is achieved by using colloid aggregation at the air-water interface [98, 99]. By controlling

the colloid volume and dilution, the aggregation of beads can be precisely arranged into

nano-structures that are one to two orders of magnitude smaller than the original pattern.

In addition, this technique can be applied to general nano-devices without specific surface

treatment.
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7.2.1 Principle and models

Fig. 7.5 illustrates the self-assembly process. The substrate is prepared with hydrophilic

patterns on hydrophobic background (Fig. 7.5(a)). When the substrate covered with the

colloid passes through the air-water interface, the excessive colloid is removed from the

substrate and the colloid wets exclusively the hydrophilic areas (Fig. 7.5(b)). As a result

of surface tension force and dragging effect from the receding air-water interface due to

evaporation (Fig. 7.5(c)), the nano-beads are arranged on the surface in predictable patterns

(Fig. 7.5(d)).

Figure 7.5: (a) A substrate prepared with hydrophilic binding sites on hydrophobic back-
ground. (b) When the colloid is applied, it wets the hydrophilic binding pattern. (c) With
the evaporation of water, the beads are dragged towards the center of the droplet. (d) The
structure formed by the beads aggregating in the center of the binding pattern.

With constant bead concentration C, we can estimate the number N of beads deposited

on the hydrophilic areas as:

N = C × V/Vb (7.1)

where V and Vb = πa3/6 are the respective volumes of the colloid droplet and the bead with

diameter a. More accurate calculations of N will take into account the droplet shape on

the hydrophilic template. In this paper, we discuss models for two basic template patterns:

rectangles and circular shapes.
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Rectangular pattern model

Suppose the hydrophilic rectangular pattern is L × W , with L À W . The number of

beads per unit length can be calculated by taking a segment of the colloid droplet with the

length of a, which is the diameter of the beads (Fig. 7.6(a)); the area of the colloid droplet

cross-section is A and the volume of the droplet segment is V , which can be derived as:

A =
W 2(θ sin2 θ − cot θ)

4
V = A× a (7.2)

where θ is the contact angle of the colloid on the hydrophilic area.

Figure 7.6: (a) Three-dimensional model of the colloid droplet segment formed on a rect-
angular pattern. (b) The effective volume of the droplet. Aeff is the effective cross section
area.

Beads of diameter d cannot occupy regions of the volume that have a minimum dimension

smaller than d. Therefore, determining the number of beads simply by applying Eqs. 7.2
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Table 7.2: Effective area Aeff ratio changes with respect to the bead size a, when the contact
angle θ is 20◦.

Bead size ratio (a/W ) Effective area ratio (Aeff/A)

0.0100 0.9951

0.0200 0.9797

0.0300 0.9517

0.0400 0.9089

0.0500 0.8474

0.0600 0.7611

0.0700 0.6380

0.0800 0.4458

would create a significant error. The effective volume Veff of the droplet that can include

beads is in general smaller than V . As shown in Fig. 7.6(b), the effective volume Veff which

the beads can occupy is Veff = Aeff × a, where the effective cross-section area is Aeff .

A =
W 2

1 (θ1 sin2 θ1 − cot θ1)
4

(7.3)

where

W1 = 2

√
(

W

2 sin θ
− W cot θ

2
− a)(

W

2 sin θ
+

W cot θ

2
+ a) (7.4)

θ1 = arcsin
(

W1 sin θ

W

)
(7.5)

With the same rectangular binding sites, the effective area Aeff varies with respect to

the bead size a, which is illustrated in Table 7.2.1.
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The number of beads per length can be estimated as:

N = C × Veff

Vb

= C × Aeff × a

Vb

=
6C ×Aeff

πd2
(7.6)

(7.7)

Circular pattern model

Fig. 7.7 shows the three-dimensional model of a colloid droplet on a circular hydrophilic

pattern. Similar to the discussion of the rectangular pattern above, we determine the

number of beads deposited on a circular binding site with diameter a as

N =
C × d3(( 1

sin θ−cotθ )(3 + ( 1
sin θ − cot θ)2)

8d3
(7.8)

From Eqs. 7.6- 7.8, we can calculate the number of aggregated beads on patterns of

various sizes. Conversely, control of the nano-bead aggregate dimensions can be achieved

by specific design of the hydrophilic patterns with respect to the bead size and bead con-

centration.

Figure 7.7: A three-dimensional model of the colloid droplet on a circular pattern with
diameter d.
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7.2.2 Experimental setup

The substrate is prepared with a thermal oxidation layer of 400nm on a silicon wafer. Then a

thin layer of TiW/Au (30nm) is sputtered and patterned by photolithography and Au/TiW

etching for 20s to expose the hydrophilic silicon oxide patterns. It is cleaned by two minutes

of oxygen plasma, followed by soaking in 1mM ethanolic dodecanethiol solution to make

the Au background hydrophobic. Colloid is then applied to cover the entire substrate,

before the substrate touches the air-water interface, which removes the excessive colloid

from the surface (Fig 7.8). In this step, the colloid is cleared from the hydrophobic area.

Afterwards only the hydrophilic binding sites remain wetted. After the water evaporates in

air, nano-beads are patterned on the binding sites. We use polystyrene nano-beads (Bangs

Laboratories, Inc.) with the size ranging from 100nm to 10µm.

Figure 7.8: The substrate with colloid is moved toward to water-air interface. When it
touches the interface, the excessive colloid will be removed except on the hydrophilic areas.

7.2.3 Results

Experimental results show agreement with our models. With the same bead size and con-

centration, different three-dimensional structures are observed. Fig. 7.9 shows results of
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various nano-structures formed from colloid with 10 wt.% 290nm beads on different binding

shapes and sizes. For comparison, we calculated the number of beads based on the models

discussed in the previous section, with the contact angle θ of water on silicon dioxide at the

range of 12◦∼20◦. Table 7.2.3 shows both the calculated and experimental values.

Figure 7.9: SEM images of nano-structures formed with 290nm beads on different patterns.
Arrays of beads on a rectangular shape with (a) W = 10µm and (b) W = 6µm. (c) Beads
arrange concentric to the circular binding site with diameter of 7µm. (d) A zoomed-in image
of a double-strand bead array.

For similar binding sites, different bead sizes can result in significant changes in the

aggregated nano-structures. Figs. 7.10(a)-(c) show the different nano-structures formed

on identical patterns with 100nm, 290nm and 1µm beads. On circular binding sites with

diameter of approximately 100µm, the aggregated structures formed by 1µm and 10µm are
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Table 7.3: Comparisons between calculated and experimental data of nano-structure sizes
formed from colloid with 10 wt.% 290nm beads.

Binding site shape Rectangle Rectangle Circle

Size W = 10µm, L À W W = 6µm, L À W d = 7µm

Cal. N (# of beads) 6∼12 1∼4 55∼94

Exp. N (# of beads) 5∼6 2∼3 101

rings and disks, respectively (Fig. 7.11). With different bead sizes and concentrations but

similar binding site dimensions, the patterns can be drastically different: a discontinuous

1µm single bead line (Fig. 7.12(a)) formed by 1wt.% concentration colloid and multiple

layered 100 nm nano-structures (Fig. 7.12(b)) forme by 10wt.% concentration colloid.

When being heated to the melting point, the nano-beads will reflow and form different

structures. As an example, we heated the samples shown in Fig. 7.13(a), which were lines

formed with 10µm beads on rectangular patterns with the width of approximately 40µm.

After being heated on a hotplate for 30 seconds at 200◦, the three dimensional nano-beads

structures will change into polystyrene formed with melted beads (Fig. 7.13(b)).

7.2.4 Summary

As a summary, we have investigated the scaling effects of the self-assembly method in this

section. Based on the analysis of the surface energy and surface tension forces, the optimal

working domain of this technique can be derived: between hundreds of microns to several

millimeter. This result gives us the insight of the self-assembly technique. It can be used

as the design rule for the applications of our self-assembly approach.

In addition, we have developed a new self-assembly method at the nano scale, which has

demonstrates the capability of organizing polystyrene nano-beads on micron scale binding

sites. The hydrophilic binding sites, which are patterned on a hydrophobic background,

are covered with colloidal droplets as a result of the colloidal aggregation on the water-air

interface. By varying the bead dimension and concentration, we can control the not only the



116

Figure 7.10: Different nano-structures formed on identical patterns by beads of different
sizes: (a) 100nm (b) 290nm (c) 1µm in diameter. Note: the pattern in (a) is packed with
multiple layers of beads, showing as different shadows.

sizes of the three dimensional structures but also the structure profiles formed on the binding

sites. The advantages of this technique include: (1) simple surface patterning techniques

suffice to construct the binding templates for nano-scale structures; (2) no specific surface

treatment is required for the beads; (3) with the proposed models, we can predict and
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Figure 7.11: With circular binding sites of 100µm, the 3D structures formed by 1µm and
10µm are (a) ring shapes and (b) circular shapes, respectively. The inserted left bottom
images of each figure are zoomed pictures of the three dimensional structures.

control the shape of the three-dimensional structures.

This technique can be applied as an enabling technology for building nano-systems,

e.g. nano-bead based biochemical sensing elements. More generally, it can be used as a

nanofabrication technique for transforming micro patterns into nano-structures at one to

two size scales below the optical lithography limit. This could lead to new, low-cost methods

in the manufacture of nanoscale masks and circuits.
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Figure 7.12: Binding sites with similar size result in different nano-structures formed by
different beads and different concentrations: (a) 1 wt.% concentration 1µm beads form
single sparse line, (b) 10 wt.% concentration 100nm beads form multi-layer nano-structure.
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Figure 7.13: (a) Aggregated 10µm beads on lines with a width of 40µm. (a) 10µm bead
lines formed by melted 10µm beads. The line shape follows the zigzag boundary shape of
the binding site.
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Chapter 8

SUMMARY AND DISCUSSIONS

We have established a protocol based on capillary force and surface hydrophobicity mod-

ulation for multi-batch micro self-assembly. The previous chapters discussed the important

aspects of this self-assembly approach: the principle of the assembly; fabrication process

developments; experimental implementation of the self-assembly process; simulations of

surface energy and surface tension driving forces for the self-assembly process; geometric

binding site designs to achieve alignment uniqueness; self-assembly alignment uniqueness;

electrochemical surface modification and electroplating methods; the scaling effect of the

technique and the possible extension into the nano domain.

In particular, we would like to discuss the following important issues of electrochemical

surface modification and electroplating; optimal binding site design; and scaling effects in

the following sections.

8.1 Electrochemical surface modification and electroplating

The electrochemical surface modification method provides means of engineering the surface

properties at the micro scale. As a key component incorporated with the existing self-

assembly techniques, it makes multi-batch assembly possible. Electrochemical desorption

of SAM from Au has demonstrated the ability of changing surface hydrophobicity, thus

altering the driving force for assembly. In addition, with the binding sites being electrically

addressable, the desorption can be controlled on each individual binding site by applying

potential bias. Experimental details are discussed in Chapter 6. Based on characterization

of different alkanethiol desorption, dodecanethiol is selected as it forms a stable monolayer

for assembly while taking a reasonable time to desorb.

The electroplating method is compatible with the parallel assembly process, and simul-

taneously establishes electrical connectivity for assembled components. In Chapter 6, two
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connections of LEDs have been established. In addition, the plated solder might provide a

stronger bond between the part and substrate by reflowing the solder.

8.2 Optimal binding site design

In Chapter 5, we discuss the binding site design problem. The goal is to find optimal designs

with unique alignment position and orientation. We use a first order approximation model

to calculate the surface energy in terms of overlap area. From the analysis of simulation

results, we can derive that symmetric rings with the constraint rs ≤ 0.442891 rb can achieve

a unique alignment position, where rs and rb are the radii of the inner cutout and outer

circle, respectively. Furthermore, a class of optimal designs is found consisting of asymmetric

rings with additional geometric constraints.

In practice, experiments are performed to test these designs, and accordant results have

been obtained [100].

8.3 Scaling effects

Another important issue of the assembly is the scaling effect. In Chapter 7, we have derived

the scaling rules for the self-assembly systems. In our experiments, assembly parts are in

the millimeter scale. In [60,61], parts are in the range of 150-400µm and in [55] parts are up

to 5mm in size. These self-assembly methods are with part sizes ranging from hundreds of

micrometers to several millimeters. With the lubricant thickness scaling with the binding

site size, the driving force changes as well. We have calculated the scaling effects of surface

energy and surface tension forces at the range of hundreds of microns. From the force

simulations and experimental observations of the lubricant dissolvability, we derive that the

working domain for this technique is from 100µm to several millimeters.

8.4 Multi-batch assembly

By repeating the surface modification and self-assembly steps, multiple batches of parts

can be assembled on the substrate. Assembly of two batches of Si part(1×1mm2) has been

achieved. When used for hybrid integration, this assembly can achieve high efficiency with
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high batch volume. In principle, the process cycle of SAM adsorption, selective desorption,

and controlled self-assembly can be repeated multiple times to build up increasingly complex

microsystems.

8.5 Future directions

As an enabling technique, the assembly approach is applicable to generic parts such as

surface mount LEDs. We believe that parallel micro self-assembly is feasible and essential

for the production of microsystems. There are two major future directions of this technique:

application development and technique extension. To apply this technique to practical

applications, several critical issues we have to be addressed:

For application development, a critical issue is the choice of lubricant. For self-assembly,

the lubricant has to have low surface tension and low viscosity, which can help the part to

align during the assembly process. In addition, studies show how the polymerization affects

the final alignment [101, 102]. As a result, the alignment error increases with the polymer-

ization shrinkage and lubricant thickness. Therefore, lubricant with smaller shrinkage in

the polymerization process is preferable. On the other hand, the polymerized lubricant,

acting as a glue to bond the part after assembly, has to provide certain a strength for the

assembled parts.

Another practical issue about the assembly technique is the yield. The yield is largely

determined by the assembly setup. Several methods can be used to improve the yield [59,60].

To achieve high yield on the substrate binding site occupancy, a large number of excess

parts are provided into the system. Yield can also be improved by using recycling of the

unassembled parts and repeating the assembly step. Agitation is another way to improve

the yield. With agitation in the vertical direction [59, 60], the parts initially upside-down

can be assembled.

The second direction of this technique is the extension of the self-assembly. With devices

of decreasing size, control and manipulation of micro and even nano devices has become

a challenge. An example of extending the surface-tension driven self-assembly to the nano

domain has been presented in Chapter 7. Initial results have shown the feasibility of assem-
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bling nano and micro beads into regular patters: line, disk, rings, etc., by taking advantage

of air-water interfacial forces. Further work would include: the study of a dynamic model

of the assembly, assembly experiments of nano beads of different materials or nano objects

of different geometries (nano wires and nano tubes) for the purpose of developing a general

nano-assembly method.

We have investigated an approach to construct nano-structures by colloidal aggregation,

with accordant simulation and experimental results. This technique can be applied as an

enabling technology for building nano-systems, e.g. nano-bead based biochemical sensing

elements. More generally, it can be used as a nanofabrication technique for transforming

micro patterns into nano-structures at one to two size scales below the optical lithography

limit. This could lead to new, low-cost methods in the manufacture of nanoscale masks and

circuits.

Self-assembly brings together the macro, micro and the nano scales, by using surface

tension forces. With the success of multi-batch assembly at the micro scale, it is anticipated

to be applicable to a wide range of micro and nano parts made of different materials, for

the integration and packaging of complex heterogeneous systems.
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