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ABSTRACT

We present a framework for the automated design of MAC
protocols for underwater acoustic wireless networks. We for-
mulate a protocol optimization problem in which the ex-
change of control packets is explicitly modeled. A protocol
optimization program generates the optimal response func-
tions to the reception of control packets. In a single MAC
neighborhood, each node is modeled as having a behavioral
model of the rest of the nodes in the network, where the node
behavior is to be optimized. In this framework, we solve the
problem of minimizing the average energy consumption of
a network subject to a per-node minimum throughput con-
straint. Our results display the optimal responses for the
scheduling of control and data packets for all of the nodes.
This work serves as a starting point for the design of au-
tomation tools for MAC protocols in the future.

Categories and Subject Descriptors

C.2 [Computer Systems Organization):
Computer-Communication Networks

General Terms

Design, Performance

Keywords
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1. INTRODUCTION

One of the key methods of improving the performance
of underwater wireless acoustic networks is the design of
medium access control (MAC) protocols, which call for ap-
proaches that are very different from their terrestrial coun-
terparts [1]. In the past three years, many MAC protocols
have been proposed for underwater networks, each of which
solves a problem under different assumptions on the amount
of information available to the nodes. For example, in [2],
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an optimal MAC scheduling solution is developed under the
assumption that the propagation delays for all of the node
pairs are available. In [3], the UWAN-MAC protocol was
developed under the assumption that the propagation delay
information is not available, and that the transmit or receive
power is much higher than the sleep power so that it does
not pay off to estimate the propagation delay. In contrast,
in [4], the propagation delay is estimated, and then utilized
in scheduling transmissions. Reference [5] shows that not
all propagation delays need to be estimated; knowing the
maximum value of the propagation delay throughout the
network allows nodes to communicate, albeit at the cost
of increased delay. Reference [6] proposes a MAC protocol
based on RTS/CTS exchanges, with warnings for deferral
upon reception of new RTS packets. Reference [7] points out
that the idle power is low for underwater modems, hence,
the assumption of sleep schedules may not be justified in the
design of MAC protocols for underwater networks.

First, each of the proposed MAC protocols makes different
assumptions on the level of side information that is avail-
able to each node, especially on the availability of prop-
agation delay information. Second, each of these protocols
works in a particular regime of modem specifications: When
the idle power is much greater than sleep power, then it
pays off to use sleep schedules. Otherwise, it pays off for a
node to stay awake both to be able to catch newcomers into
the network, and to reduce the end-to-end delay. Third,
the type of traffic determines whether a MAC protocol is
“high-performance”. Underwater sensor networks that col-
lect CTD measurements generate only light traffic, and are
highly delay-insensitive. In contrast, an underwater network
of cameras requires high data rates, and are highly sensitive
to delay if they are used, for example, for surveillance.

In this paper, we undertake a different, novel approach:
The automated design of MAC protocols for underwater net-
works. We show how the process of MAC protocol design
can be automated, via the development of appropriate au-
tomation tools. Our approach is different from finding the
optimal schedules because we explicitly model the exchange
of control packets in our optimization: As a result, our tools
will be able to decide automatically, whether and when a
node should be sending a control packet. The design of
automation tools for networking protocol design has the po-
tential to dramatically change the way that we conceive of
and design protocols today. One of the key challenges in de-
veloping such tools is figuring out how to capture the human
intuition that goes into the design process of hand-designed
protocols. A second challenge is understanding the proto-



col space of all the protocols, a few instances of which we
are familiar based on our design of protocols in the past.
However, there are many more protocols that we have not
encountered yet, and which will become available to us via
these automation tools. A third challenge is defining the
notion of protocol optimality, which involves an optimal ex-
change of control packets. These challenges are undertaken
in this paper, and we display a framework and its results
that overcome these challenges.

The rest of this paper is organized as follows: In Section 2,
we state the basic assumptions and the structure of our so-
lution. In Section 3, we describe how to write a protocol
optimization program for energy minimization subject to a
throughput constraint, when each node has three modes:
sleep, transmit, and listen. In Section 4, we present our
optimization results. In Section 5, we interpret our results,
and discuss extensions of this framework to more general
cases. In Section 6, we present our conclusions and discuss
our future plans.

2. STRUCTURE AND ASSUMPTIONS

The key idea in this paper is that the protocol designer
should aim to write not a particular protocol, but rather cap-
ture the communication and resource conditions that con-
strain the protocol design process, as well as the application-
specific constraints, in a protocol optimization program. The
optimization program should be as general as possible, to al-
low the set of all possible protocols within its feasible set.
The control packet exchanges, in their most general form,
must be modeled so that nodes can choose to generate con-
trol packets, as part of the optimization program. Once
we specify this “protocol space” via such a program, state-
of-the-art solvers can be employed to solve this program.
The output of such a solver is a set of optimal responses
that specify when a node decides to send control informa-
tion and data in response to receptions from other nodes.
Because the explicit exchange of control packets is modeled,
these are responses, not just “schedules” that the nodes need
to follow scheduled by a global scheduler.

Scheduling solutions assume that the nodes have access to
the same, global control information. In contrast, a protocol
is a process that resolves control information asymmetries
between the nodes. The aim of protocol optimization is to
specify the response that every node should generate given
its knowledge state, to each possible input from the other
nodes, such that a global network objective function is ex-
tremized. One of the ways to solve the protocol optimization
program, is to attribute to each node within the optimiza-
tion program, reasoning capabilities by which it can predict
the responses of the other nodes to its behavior. Hence, ev-
ery node in the optimization program is modeled as having,
within itself, a behavioral model of the other nodes in the
network, as shown in Fig. 1. (The figure assumes that there
is a single MAC neighborhood with 3 nodes.) Throughout
the paper, we assume that node k’s behavioral model of node
q is a correct model; that is, it matches ¢’s behavior exactly.
Note that the behaviors themselves are optimization vari-
ables.

Throughout this paper, we assume that there is a sin-
gle MAC neighborhood with N nodes, each of which has
an acoustic modem. The underwater acoustic medium has
a propagation delay that is equal to the distance between
two nodes divided by the speed of sound underwater. Each
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Figure 1: Each node has, within it, a model of its
“world”.

node has the capability to transmit, listen, and sleep, and
can choose to do these autonomously. Further, it knows that
the other N — 1 nodes exist, and that they share the same
MAC neighborhood; however, it does not know their trans-
mit, listen, sleep schedules in the beginning. By exchanging
control information packets with other nodes, a node may
gain more information about the other nodes.

For modeling and simulation purposes, we have to repre-
sent the continuous time axis of this asynchronous channel
in discrete time. To this end, we choose a time slot dura-
tion that is small enough that the error between this slot-
synchronous model and the real asynchronous continuous-
time model falls below a certain threshold. In this slot-
synchronous model (which is, for example, used in any MAT-
LAB simulation), even though the slots are globally aligned,
none of the nodes initially know the origin of the discrete-
time axis of any other node. Due to this model, from this
point on, we shall refer to “time slots” in this global manner.
Hence, in our propagation delay model, when a node a trans-
mits in a slot, that transmission lands at node b’s receiver,
exactly 7, slots later, where 7, is the propagation delay
from a to b. In this paper, we model only the propagation
delay through the channel; we do not model physical layer
noise, and the data link layer issues. We plan to incorporate
these into our future models.

In any slot, each node is in exactly one of the following
modes: sleep, transmit, and listen. These are the intrinsic
modes of a node; that is, they are without any regard to the
node’s interaction with the outside world. In a time slot,
if a node a listens, and there is exactly one transmission
received from another node b, then the node receives. If
node a listens, and no transmission is received in that slot,
then node a is idle in that slot. If node a listens, and at least
one transmission lands at node a’s receiver in that slot, then
node a is used; this may correspond to an active reception
or it may be a collision in which case it cannot decode either
message; however, it still spends the receive power. These
three modes of a node receive, idle, used are extrinsic modes;
that is, they arise from the interaction of a node’s intrinsic
mode with the outside world.

In order to illustrate our framework, our aim in this paper



will be to minimize the total energy consumption of an un-
derwater acoustic network subject to a minimum throughput
constraint per node. To this end, we first state our energy
consumption model: For simplicity, the energy specification
in each mode is the same for every node: E°F, ETX ERX,
ETP are the sleep, transmit, (active) receive, and the idle
consumption energies per slot. These energies are found
by multiplying the corresponding powers from the modem
specs, by the length of the common time slot used in the
simulations. We assume that the energy when a node is in
the “used” mode is equal to that of the active receive mode?.

Since we would like to model what control information to
include, as part of our optimization program, it is important
to think about the most general form of control information
that is relevant in a MAC protocol optimization. In its most
general form, a node may transmit to other nodes, control
information that includes (1) its entire past, and (2) its en-
tire plan for its predictable future. By the “entire past” of
a node, we mean the entire set of receptions of CONTROL
and DATA information of a node, from the other nodes,
including, the time at which this information was received
according to this node’s clock. The predictability arises from
the coherence time during which the environmental condi-
tions remain the same. In order to model the coherence
time of the channel, we use a time horizon of M discrete
time slots over which a node will optimize its decisions. In
addition, the control information packet in which it sends its
entire future will be within this M-window. Our finite-size
M-window can also reflect an additional delay deadline by
which the packets need to be sent out.

In the general problem set-up, there is no pre-determined
leader, or any ordering of the nodes. In such a set-up, each
node is allowed to initiate its own “thread” to send con-
trol messages to the other nodes. Depending on when the
threads are received at the nodes, the threads can be termi-
nated, and a single thread can be kept alive at any node, at
any one time. Hence, the optimal protocol solves two prob-
lems simultaneously: A form of the leader election problem,
where a leader can be elected with probability (1 —€), where
€ > 0 can be chosen to be as small as desired and fixed in
the beginning?, and the minimum energy problem, in which
part of the energy is used in exchanging control messages
that order the nodes and the other part on actual data trans-
missions. Such a formulation is certainly possible; however,
it does not provide the simplest setting in which to expose
the main ideas. As a simplification in this paper, we shall
lose optimality by imposing a pre-determined node order, in
which the nodes will be allowed to send control messages.
This will constitute a single thread A — B — C — D...,
where A is the first one to send the first control message;
after B receives this control message, it may initiate a con-
trol message to C, and so on. Hence, we focus on a sin-
gle thread, initiated by A, and with no competing threads.
This is for expositional simplicity; however, it also shows
how this automated design paradigm can be used in prac-
tice. Fairly general protocol structures can be imposed for
simplicity at an abstract level: These sacrifice protocol op-

LOur model can be easily modified to take these as different
if needed. We also do not model the “transition energy” to
switch between different modes; however, this can easily be
incorporated into our optimization model.
2The leader election problem can be solved only in this prob-
abilistic sense in an asynchronous system.
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timality, however, still allow optimization over a fairly large
set of protocols, typically much larger than what is available
via hand-design of protocols.

3. PROTOCOL OPTIMIZATION

Our main aim in this section, will be to set up a pro-
tocol optimization program that minimizes the average en-
ergy consumption of a node, subject to a per-node through-
put constraint 0., in a single MAC neighborhood with N
nodes. All of the nodes use acoustic links for transmission,
and the propagation delay from Node a to Node b, denoted
by Tabp, does not vary with time within the M time slots.
In this paper, we formulate this optimization program, as-
suming that each node knows the propagation delay between
every pair of nodes, but that it does not know the waveforms
used by the other nodes. The propagation delay estimation
and this program can in fact be jointly formulated, and we
discuss this joint formulation in Section 5.

We let R be the entire set of nodes. By our final as-
sumption in the last section, Nodes are labeled as 1 through
N, according to this order, where 1 is the leader that will
initiate the control packet thread, and 1 through N is the
pre-determined sequence of nodes in this thread.

We now fix a node k in the node set, and go inside the
scope of Node k, and define the variables that Node k uses
in its optimization program. All of the node names, such as
q, which appear below, are representations inside the scope
of the optimization program of Node k.

Let z[i] be a Boolean variable that is 1 if and only if
Node g is in intrinsic mode p € {SP, TX, LI} in time slot 4,
where SP stands for “sleep”, T' X stands for “transmit”, and
LI stands for “listen”. Hence, 257 [i] = 1 if and only if Node
q sleeps in slot i; zg X[i] = 1 if and only if Node ¢ transmits
in slot i; z}'[i] = 1 if and only if Node g listens in slot i.
We let 2{/9[i] = 1 if and only if Node g is “used” in that slot;
that is, at least one transmission lands at Node ¢’s receiver
at time 3.

We use global time slot indices 7 : 1 < ¢ < M, where
M is the time horizon for our optimization program. In a
real application, the choice of M is determined by the delay
constraint on data, as well as the channel coherence time.

We let the Boolean variable z/”[i] = 1 if and only if Node
q listens at time ¢, and there is no transmission that lands
at ¢’s receiver at time i. The Boolean variable (27%)![i] = 1
if and only if Node ¢ successfully receives a transmission at
time i, from Node [. The auxiliary Boolean variable y}[i] = 1
if and only if Node q is “free to receive” at time ¢ from Node
[; that is, if Node [ decides to transmit to Node ¢ such
that its transmission to Node g lands at Node ¢’s receiver
at time ¢, there is no other transmission that lands at that
time at node ¢, and Node ¢ does not transmit in that slot,
either. Further, we let y2[i] = 1 if and only if no node’s
transmission lands at node ¢’s receiver at the ith time slot.
We let zJX[i] = 1 if and only if Node g correctly receives
from some other node at time 3.

We let the Boolean variable xi] = 1 if and only if, in
Node k’s model of the world, Node ¢ sends a control packet
in time slot i. We let the Boolean variable Si[i] = 1 if and
only if, in Node k’s model of the world, a transmission of a
control packet from Node [ to Node ¢ has been successfully
received by Node g some time before time i. This variable
denotes “success”, namely that in Node k’s model of the



world, Node [ has been able to “get its control packet through
to Node ¢” by time i.

In Node k’s model, before the first control packet gets
through to ¢, Node k models ¢’s initial waveform as result-
ing from a probability distribution P. This probability dis-
tribution itself is an optimization variable. In this paper, we
shall optimize over only the set of memoryless distributions,
thereby losing optimality. In our future work, we plan to
include distributions with memory.

We let the Boolean variable W/'[i] = 1 if and only if, in
Node k’s model of the world, Node ¢ is in intrinsic mode p
at time i, before the success Sg_l has occurred. Note that
due to our imposition of a single thread, the only success
that matters is Sg_l, namely the successful reception of a
control packet from the preceding node in the sequence. (For
Node 1, the success is taken as already having occurred.)
Intuitively, W#"’s are the random Boolean waveforms, one
per intrinsic mode p, by which Node k models Node g before
Node g — 1 gets a control packet through to ¢ in Node k’s
model of the world.

We say that Node [ “has access” to Node m’s waveform
(one per intrinsic mode) if a chain of control packets has
reached from Node ! to Node m (possibly via other nodes
or directly). When a control packet reaches a node, the
node becomes aware of the planned future schedules of the
nodes that are “superior” to that node; that is, the set of
nodes that are up the chain from that node. Based on this
information, the node can adjust its own waveform (one per
intrinsic mode). Now, because the nodes up the chain from
this node are modeling in advance, their obtaining access
to this node after a chain of control packets gets through,
they should model this node’s waveform as random before
the control packet success, and deterministically afterwards.
We let the Boolean variable z/ [i] = 1 if and only if, in Node
k’s model of the world, Node g is in intrinsic mode p at time
i, after the success Sg ~! has occurred.

We let Ry denote the “superior set” of Node k; namely,

R, ¥ {1,2, ...,k — 1}, according to our labeling convention.

We let Fi denote the “inferior set” of Node k; namely, F}, def

{k+1,k+2,...,N}. Finally, we let Hj denote the union of

the inferior set of Node k and itself, namely Hy def {k,k+

1,k+2,...N}.

The control packet structure of node is as follows: The
“entire past” of a node is the content of the set of control
packets that it has heard from other nodes: In this case,
through node k£ — 1, node k has heard all of the contents of
the control packets in its superior set Ry, which contain the
future planned schedules of those nodes. In its own control
packet, Node k will send this information, as well as its own
future planned schedule, which we discuss next.

Node k’s model of the world is as follows: It takes the
waveforms of its superior set, that are communicated to it
via control packets, as given. We let (x4)*,q € Ry denote
the optimally determined waveform of Node ¢ (one per in-
trinsic mode), which is communicated to k, which k thus
takes as given. Node k’s aim is to optimize its own wave-
forms x}/, from the current time I at which it runs its op-
timization program, until M. However, it also models that
after the chain of successes occurs at the nodes in the infe-
rior set of k, the waveform of the node at which the success
occurred becomes a deterministic waveform because Node k
knows that each node q € Fj will determine its own wave-
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form optimally while taking R,’s waveforms as given, and
taking Fy,’s waveforms as optimization variables. Hence,
foreseeing future successes in advance, the superior nodes
utilize this knowledge in choosing their own waveforms op-
timally in the first place.

We assume in this paper, that all of the control packets
are broadcast (rather than unicast or multicast). This makes
sense in our context because through the control packets, we
alm to disseminate as much side information as possible to
all of the nodes who can hear it.

Recall that I def minizlgiSM{i | Node k has received a
control packet from Node k — 1 before time i}. We let {—u}
denote the set of all of the nodes in the node set, except the
node u. We define the maximum propagation delay in the
network Tmas = MAaX(y 5)EN xR, r£s Trso. We let (WT”)H’M]
denote the random waveform of node r in the time inter-
val [I, M], one waveform for each intrinsic mode u. We let
(x (Wﬁ)[I'M])TeFk denote the vector of such random vari-

ables, over k’s inferior set Fj. Furthermore, (w!)"™ is
a particular value of this vector. We let W denote the
(Boolean) alphabet in which the waveform for the intrinsic
mode p of node r takes it values. We let {Xf{}uHTX’SP’LI}
define the collection of x4’s over the set of intrinsic modes.

Given all of the above definitions, the optimization pro-
gram, run by node k at time I, is as follows:

Protocol Optimization: Energy Minimization
P2p ({(wt)E21})

reFy

X (W#)[I,IW])

A~
a= {Xq7 {XZ}HE{TXvSPvLI}}qEHk

A 2 P

min
[I,M] [I,M]
()M ye (5 (Wi )TEF&

(B™ i)+ B™ 250 + B'P= P + BT l]) (1)

subject to:

1.YqgeH,Vi:I<i<M,

25 i)+ 24 XA + 25 1] = 1
2.VqeEH,Vi:I<i<M,
25" [i] = 25" [d) yali]

3.VqEH,Vi: I<i<MNVIe{—q}

(). [i] = 28X [i — mq] Y]

4. VqeH,Vi:I<i<M,

2% = 25"\ 2Nl -]
le{—q}

3The exact value of Tmae iS not assumed to be known by
any node. However, a node is required to know at least the
order magnitude of Ty,q, Within a single MAC neighborhood,
so that it can choose a large enough one that will suffice.
A node can estimate this order of magnitude based on the
range of its own transmission. Each node’s own estimate of
Tmaz Can be substituted above.




10.

11.

12.

13.
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(wiI(S3)) v (40153 ) g€ Pl <i<M
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e sl =0
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St = \/ B — g1, wd ]
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VqGN,VUG{—q},

yqlil =
0 I <1<y
/\ Zgl[l](zzy;x [Z - quD/ Imaz S 7' S M + Tmax
mET (v}
i—Tmq>1
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e Vg€ Hy: (3] =1)= (2] [i] =1),] <i<M
V1€ Hy,
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Optimal Probability Distribution (N=10)
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Figure 2: The optimal values of the parameters of
the P* distribution as a function of the required ag-
gregate throughput.

The objective is to minimize the total energy consumption
of all the nodes, in Node k’s model of the world, from the
current time I, to time M, averaged over the w! waveforms
(one per intrinsic mode) utilized by the nodes in this time
interval, according to the joint probability mass function P.
Above, 1) states that a node can be only one of its intrinsic
modes; 2), 4), and 5) state the definitions of the idle, used
and receive extrinsic modes, respectively; 6) states the “evo-
lution equations”: For every node in the superior set Ry of
Node k, the waveforms, which have been communicated in
the control packets, are taken as given. For itself, Node k’s
waveform x4 is an optimization variable. The nodes in the
inferior set of Node k are modeled, by k, as transmitting
with initial random waveforms in the beginning, until the
first success to that node occurs. This successful transmis-
sion of the control packet brings to the node, the waveforms
that are used by the nodes in its superior set. 7) states the
definition of “success”; namely, success occurs, in k’s model,
when the control information from node ¢—1 gets through to
g. The second part of 9) states that if a control information
packet is scheduled in slot ¢, then the node is required to be
transmitting in that slot; 12) states that a node is allowed
to schedule a control packet (in our restricted scheme) only
when a control packet from a node in its superior set has al-
ready gotten through to it; and 13) states a simulation-type
constraint in Node k’s model, which does not allow any node
to schedule transmissions in the last 7.4 slots. This is re-
quired to address the boundary condition, namely that the
window size M is finite.

We now discuss 10) and 11) above in more detail. The
parameter (8 is a margin that is close to 1, and O,,in, as
mentioned, is the minimum average* target throughput per
node. 11) states that if, in k’s model of the world, the success
to the last node N occurs in the remaining time slots, then,
k will aim to schedule its own waveform (one per intrinsic

4The term 1/ (M —-1+1) rather than
1/(M + Tmaz — I + 1) is correctly used as the normal-
ization, in order not to penalize the nodes for the
unavoidable edge effect that occurs due t0 Tmaz. By 13),
the nodes are allowed to send in only the slots up to time
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Figure 3: The optimal response functions computed
for the WHOI Modem specifications.

mode) such that fairness is achieved exactly for all nodes in
Hy. (This may not be feasible if 0,,:, becomes too large.)
Constraint 10) states a laxer constraint, namely that overall,
whether the success to the last node occurs or not, Node k, in
its model of the world, will aim to schedule its own waveform
such that fairness is achieved for all nodes in Hj within a
margin B. We aim for a laxer constraint because overall,
we account for the case where the entire thread might not
complete.

Finally, we note that in this formulation every DATA
packet is broadcast (rather than unicast or multicast) in
this single MAC neighborhood. This will be the case in un-
derwater sensor networks, when a sensor node’s DATA can
be received and cached by each of its neighbors, to create
replicas to allow for flexibility in the routing protocol de-
sign. Unicast or multicast DATA constraints can also be
easily added to the above program; however, for simplicity,
we do not treat this in this paper.

4. RESULTS

In this section, we present examples of the results of run-
ning our protocol optimization program. The methodology
for solving the protocol optimization program can be de-
scribed as follows: First, all of the Boolean equations are
converted into linear inequalities that involve integer vari-
ables. For example, a V b = 1 is converted into a + b > 1.
By writing down the rules for the conversion of all of the
basic operations, and defining new variables for every such
instance, the entire program is converted into a form that
is a Binary Integer Linear Program (BILP), for every fixed
P. There are state-of-the-art engines for solving BILPs, of
which MiniSAT+ is probably the most well-known. For each
fixed P, the complexity of the resulting BILP is O(NM).
(Note that the equality constraints are easily eliminable via
substitution.) Since, in our case, this program needs to be
run by a chain of N nodes, the total computational com-
plexity is O(N?M), for a fixed P vector.

The optimal P distribution is determined by solving a
program similar to that of Node 1. The only difference is
that z§ = wY’; that is, the initial waveform of Node 1 is also
taken as random; however, the remainder of the constraints
are the same. Optimizing over the entire set of P distribu-
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Figure 4: The optimal response functions computed
for an underwater modem that has the Cisco Air
Modem energy specifications.

tions is computationally intensive. We have decided to incur
a loss in optimality, by searching over only the memoryless,
time-invariant P distributions. (Here, time-invariant means
that the distribution parameters do not vary over time.)

In our set-up, we use the parameters of the WHOI modem,
namely, the ratio of the transmit, receive, idle and sleep en-
ergies are 10000:3000:80:0. Fig. 2 shows the P* distribution
for N = 10. The optimal values psp, Prx, L (two inde-
pendent, one dependent) of the distribution parameters are
shown as a function of N6,,.,. As the aggregate through-
put increases, the value of the optimal sleep parameter is
reduced, and that of the optimal transmit parameter in-
creases. Hence, the protocol optimization tells us explicitly,
the optimal distribution that every node should use in se-
lecting its initial, random transmit-listen-sleep waveforms.

Fig. 3 presents the optimal response function of Node 1
(labeled as Node A in the plot) for the N = 3 case, when
the modem energy specifications are chosen to be those of
the WHOI modem. The pair-wise propagation delays are
taken to be 712 = 5, 723 = 5, T3 = 8. We present this to
compare it with Fig. 4, where the optimal response function
of Node 1 (again labeled as Node A in the plot) is computed
for the Cisco Air Modem, which has the transmit, receive,
idle, sleep power ratio of 2240:1350:1350:75. Even though
the Cisco Air Modem would not work underwater, we make
this comparison to show how the generated response func-
tions would differ dramatically for an underwater modem
with the same energy specifications as the Cisco Air Mo-
dem. For the WHOI modem, we see that A schedules only
a single control packet in the first time slot. In contrast, for
the underwater modem with the Cisco Air Modem specs, A
schedules four successive control packets starting in the first
slot. The reason is that for the WHOI modem, because the
transmit power is much greater than the receive and idle
powers, it schedules as few control packets as possible, and
instead listens to the channel. In contrast, the underwater
modem with the Cisco Air Modem specs, attempts to max-
imize the probability of getting through to the other so that
it can sleep as much as possible later, rather than listen.
The reason is that its transmit power is comparable to its
idle power, which is much higher than its sleep power.

Our main point is that we are able to generate the optimal
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Figure 5: The average energy consumption versus
the minimum required throughput per node, param-
eterized by M, compared with random access.

response functions quickly when the modem specification
changes. Many protocols that are hand-designed have to
be thrown away, and MAC protocols have to be re-designed
completely when the modem specifications change. How-
ever, here, we show that we can quickly find the new optimal
protocol, as a set of response functions, when the modem
changes. This reconfigurability, even though performed off-
line, is expected to dramatically decrease the protocol design
cycles in the future.

Fig. 5 displays the average energy consumption per node
per time slot as a function of 6,,;, for the WHOI modem
specifications, parameterized by M. As the required through-
put increases, we see that the performance of protocol opti-
mization increases with respect to the pure random access
scheme; that is, the gap between them widens. Further, we
see that increasing M does not result in much improvement
beyond 200; hence M need not be large to obtain close-to-
optimal energy consumption.

Finally, even though we did not present the formulation
for throughput maximization in this paper, we have carried
out the formulation to maximize the throughput of an N-
node network with delays. This formulation can be obtained
by replacing the objective function in the energy minimiza-
tion program with the throughput maximization function.
For the N = 2 case, we know that the optimal transmission
schedule after the control packet gets through from Node A
to Node B, is the “butterfly” transmission where each node
transmits at intervals of 74p in order to fill each other’s
time axes perfectly. Indeed, our optimization protocol en-
gine produces this butterfly transmission, as shown in Fig. 6,
for Tap = TBA = 2 time slots. The figure shows the optimal
solution, where, as it turns out, Node A schedules its control
packet in the first slot. The second figure shows B’s opti-
mal response function, conditioned on the success from A,
namely S4, in which case, B starts following the butterfly
transmission scheme.

5. DISCUSSION

The result of our protocol optimization program is a set
of optimal waveforms. Because we restricted our protocol
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Figure 6: The “butterfly” effect, discovered to be
the optimal transmission solution, when throughput
is the objective function.

structure at the top level, to a single thread of control pack-
ets that began at Node 1, each node in this case has a single
response function that determines how it responds to the
successful reception of this control packet. (When multiple
threads are involved, there will be more than one response
function.)

These optimal response functions are thus computed off-
line via our protocol optimization program, and are down-
loaded to the nodes at deployment time. The optimal re-
sponse function shows how to respond to control packets,
when the node is in a particular “role”. If the node’s role is
the leader (Node 1), then it looks up exactly which X, and
x to use from the downloaded look-up table. In the role of
Node 2, the second one down the chain, the node looks up
with what waveform to respond to the control packet recep-
tion. In essence, this is a protocol, albeit a simple one. A
key issue is how the nodes would know how to respond to
different network conditions. For example, as the values of
the parameter 0., changes, a different response will be nec-
essary. Our idea for future work is to “extract a protocol” as
a relationship between the values of these network param-
eters, and the optimal response functions. We will require
that this mapping be simple, perhaps at the cost of some
performance loss. However, the main drive is to automate
this process rather than hand-design.

We now discuss how two key mechanisms, which we could
not address within the scope of this paper, can be added
to the protocol optimization framework. First, our protocol
optimization program does not have any acknowledgement
(ACK) mechanism. With an ACK mechanism, better results
than what we presented might be obtained because a node
k need not schedule its control information again after it
hears that it has been received by k + 1. Building such
a mechanism into the program involves defining “successes”
for the reception of acknowledgements from the other nodes.
Note that by [8], there is no mechanism that can guarantee
consensus in an environment with collisions. Hence, one
must stop the ACKs at some level. For energy minimization,
this is usually close to the level at which we stopped in this
paper, namely, not sending any ACKs at all.

The propagation delay estimation is a second mechanism



that can be incorporated into this protocol optimization pro-
gram. In this case, at any point in time, the links, as mod-
eled by Node k, fall into two categories: Those whose delays
k knows, either via its own measurement or this informa-
tion’s reaching k via the chain of control packets, and those
that k£ does not know. We assume that each node knows
the propagation delay distribution, but not the values of the
propagation delays. (The distribution can be taken as uni-
form by a node, between a minimum and a maximum, if
there is no other information.) An additional term is added
in this case to the objective function, that averages over
the distribution of the links whose delays are not currently
known by k. Hence, the constraints that involve 7,4’s in the
program remain the same, and correspond to realizations if
they are random, and to the actual values if the values are
known. Finally, a set of constraints is added to complete a
handshake for the propagation delay estimation.

Finally, we discuss how the protocol optimization program
can be generalized further by allowing each node to initiate
its own thread (rather than allowing only Node 1 to do so).
Note that we did not utilize the timing information, which is
in fact part of the general control packet structure. The time
stamps indicate also when the current transmission starts,
according to the sender’s own clock. Since the content of
a node’s past control information receptions is included in
its own control packet, every node can determine at any
time, which of the multiple threads it has received was the
earliest one. Hence, at each point, only a single thread at
each node can be kept alive. Then, a node can run its energy
minimization program (the one that we presented), not for
the global thread as in this paper, but for the thread that is
currently alive at time I, and determine its optimal output
accordingly.

6. CONCLUSIONS

The protocol optimization framework that we presented
in this paper can be seen as a first step toward the challeng-
ing problem of automating the design of networking proto-
cols® for underwater networks. Such automation has much
promise to completely change the way we design protocols,
dramatically reduce the long design cycles, and quickly find
near-optimal protocols, most of which we might miss in our
hand-designs. Our current framework allows the designers
to describe the protocol space within which they are search-
ing for protocols, via a set of constraints. Our eventual aim
is to build a library of such protocol optimization programs,
that will be publicly available, upon which more sophisti-
cated optimization programs with more constraints can be
built for different types of applications, starting from a base
case. This joint effort by researchers across the globe is ex-

®See [9] for a discussion of further challenges.
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pected to dramatically reduce the long cycles in the design
of customized protocols for specific applications. For under-
water acoustic networks, it will likely result in the fast de-
velopment of high-performance MAC protocols that address
propagation delays, energy efficiency as well as maximum
throughput.
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