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Abstract—We investigate the use of network coding for infor- the nodes’ respective locations. We provide an upper bound
mation dissemination over a wireless network. Using netwdr for dissemination latency for a wireless network with geer
coding allows for a simple, distributed and robust algorithm topology. Moreover, we show that in a connected wireless

where nodes do not need any information from their neighbors twork. the di ination lat in th t .
In this paper, we analyze the time needed to diffuse informabn network, the dissemination latency, in the Worst Case caees

throughout a network when network coding is implemented at quadratically with the number of nodes in the network.

all nodes. We then provide an upper bound for the disseminatin There is a plausible argument as to why network coding
time for ad-hoc networks with general topology. Moreover, ve  provides substantial benefits for data dissemination. & th
derive a relation between dissemination time and the size of beginning, each node has only a small fraction of the full

the wireless network. It is shown that for a wireless network fi d ks t ther th . . With ti
with v nodes, the dissemination latency is betwee®(N) and lle and seexs 1o gather thé remaining pieces. with time, a

O(N?), depending on the reception probabilities of the nodes. Node gathers some of the other pieces, but does not have any

These observations are validated by the simulation results information regarding which pieces the neighboring nodag m
possess. At any instant, the profile of packets at any twosiode
. INTRODUCTION in the network will include a common and remaining non-

overlapping subsets. Intuitively, this suggests thatadrenode
8ncodes all the data it presently contains via network apdin
and broadcasts it, recipient nodes will have acquired coded
versions containing information about the missing pieces.
er a sufficient number of such encoded packet transmissio
from other nodes, each node will be able to decode the full file
Thereby, by using NC, nodes dwt need extra information

to-all problem. This probl_em arises Whe_n each_node " #fom other nodes concerning the state of the network [8], [9]
network obtains onha fraction of the total informatiorge.g., : . oo
In this paper, we focus only on dissemination latency and

part of a video-on-demand file or a software update) deswgg not consider the latency caused by encoding/decoding of

32?:?;!\Slggmbr¥a?gh Inrc?blselmplgles% Vr?:reSI?Ir:a (ge;hree dalttm:lll NC, which has been studied separately in the literature. [10]
ata-dissemination p » @ Sou . ! y 15 fact, authors in [11] explore the design of a sparse ndtwor
divided into N mutually exclusiveinformation packetsand

ding matrix that significantly decreases encoding/dexpd

each packet is store_d a_t egactly one_node in the_n_etwork [Eﬁm. Clearly, the net latency of data dissemination is tma s
[2]. Every node’s objective is to acquire the remainiNg- 1 of our result and the encoding/decoding time.

pieces of the source file; the order in which each node reseive o oot of the paper is organized as follows: Section Il

the remaining information packets is not relevant. describes the system model and basic assumptions used in

ralinad notwork architontu hos fabused o (e impachef (1S Paper. The data dissemination using network coding in
Pac®T L, ireless networks is introduced in Section Ill. In Section

d|5fe_:m|nat|ﬁn al(gjpnthm?les;gne? tto optlmlzetﬁ pte.rformangqvi we derive an upper bound on dissemination latency.
MEINC, such as dissemination ‘atency (ie., the time neqlw Performance evaluations are presented in Section V and the
for all nodesto acquire the entire file [3], [4]). Authors in ludes in Section VI

5], [6] showed that using NC for dissemination in a wirec?aper concludes In Section V. .

[5], Notations Bold capitals (e.g.A) represent matrices and

network can improve dissemination latency. bold lowercase symbols (e.n) denote vectors. Theth entry

Recently, authors in [7] used NC to diffuse information i%f a vectorm is denoted bym, and superscripf denotes

ﬁn adl-hoclwwe:n(fass g(]::-twork. Hovl\_/et\_/er, their atnalyt'fhiﬁd%atrix transpose.S| represents the cardinality of a s&t For
ave ‘argely sutiered irom unrealistc assumptions ~asetS = {x1,...,xx}, the subspace spanned by elements

suited to a wireless network—notably that of pure fail/sssc of S is called the subspace &f and dim(S) denotes the

(0 — 1)-whereby each transmission is either successfully & ension of that subspace [12]. The equality between two
ceived byall neighbors or fails. Our analysis advances the Staé‘abspace& and S, is denoted b);Sl =5,

of the art by using a more appropriate link model whereby, for
each broadcast, sink nodes successfully receive the ti@dm 1. SYSTEM MODEL

packet with a reception probability that is dependent UPON As usual, a network graph is denoted @V, E), with

The authors are with the Department of Electrical EngimegrUniversity |V| =N nqdes and "r?I(SE C VxV.We assum_e that
of Washington, Seattle, WA, 95195 USA e-m4jfirooz,roy} @uw.edu. the network is slotted (i.e., all nodes are synchronized) fo

The information dissemination problem, at its root, is
classical broadcast problem: sharing data residing at ode n
(source) with all others (destinations) in the network. &¢| a
more modern version of the one-to-many (broadcast) probl
has gained prominence; this is typically referred todasa
sharingamong multiple peer-to-peer (p2p) nodes, or e



simplicity and that all transmissions occur synchronousti Clearly, S,.(t) (set of messages at nodeat timet) spans
a common clock. Further, without loss of generality, wa subspace if5,, as observed by rewriting Eq. (2) in the
assume that during each time slot, a node V' can broadcast following form:

exactly one packet. When nodebroadcasts, node € V M, (t) = A,(t) X, (3)

receives the signal correctly with probabilif,. where A, is the coefficient matrix consisting of NC coef-

Clearly, in all broadcast wireless networks, the role of the . : . . ;
carly . .hﬁments andX contains theN information packets in the
multiple access or MAC protocol is fundamental to managing.. given by

interference [13]. We consider an interference-free (uth
nal) access that allows only one node to transmitat a tims. Th X = [x1 x2...xn]7, My(t) = [m; my ... mys, ) ]”,
includes, among others, a single-cell 802.11-type infoastire 11 19 . Q1N
network based on CSMA/CA if all nodes lie within the 5 ' '
(common) carrier sensing rang§l4], [15]. The probability of “

a node capturing the common channel at any time is assumed sl YSu@®2 - XSu)N
to be uniform among all nodes.

IV. STOPPINGTIME

The data dissemination algorithm terminates wakmodes
Assume that each nodeinitially has a singlenformation are able to decode the broadcast messages to recover the

packetx, to be shared with every other node in the networlynderlyingV set of information packets, which happens when

Hence, the set of unique (information) packets in the nétworgq. (3) for allw € V has a unique solution, i.e., when the

initially and at all subsequent times, is given fyy,...,xn}  coefficient matrix at each node has full rank

for a network with N' nodes. Each information packet is a Matrix A, has rank¥ if and only if S,(t), the subspace

vector of r symbols, where each symbol is an element gfcanned by messagesirat timet, has dimensionV. Hence,

a finite field Faq, i.€., x, € F3, for each nodeu € V. the stopping timeT is defined as follows:

For convenience, assume thatlivides the length of packets .

transmitted (otherwise, zero padding is applied). Morecaié T= mtm{dlm(‘g“(t)) =NVvueV} )

packets are linearly independent vector&a [12], reflecting Clearly, 7 is an integer random variable ovg¥, oo)2. We
the fact that nodes have different information to share. Thext seek the expected vali#7] as a performance metric

results and derivations presented in this paper can bededensor algorithm design. In generdk[7] is difficult to compute;
to a case when some nodes have more than one messagenagide, we resort to bounds.

some have none or when all the messages are there with gn . i
particular node to start with., 2 eUpper Bound for Mean Stopping Time

With time, each node receives a sequence of linear ComB.y our formulation, every node |n|t|a”y Sta:rts with an imfo
binations of information packets at the other nodes. Hendgation packet. In other words, at= 0, there is one and only

after a sequence of broadcasts, nade V possesses a set ofone (independent) packet i, (0), i.e.,dim(S.(0)) =1 Vu €
coded messages,, (¢) at time (slot)t. V. With time, the information spreads to all nodes upon

Su(t) = {m;, m m ) (1) sharing via proadcast, re§ulting in a final per node_ dimepsiq
u LR e B Su ()1 of N at the time of stopping. Hence, each node dimension is
Each messagm, is a linear combination of the underlyingraised byN — 1 during the information dissemination, and the

information packetsinitially possessed by the nodes and caoverall dimension increase among all the node®’{gV — 1).
be represented as Let us defineD(t) as the total dimension increase (among
N all the nodes) at time. Obviously, D(t) can be written as
m; =Y aipxp=0ofX, i=12.,[S@0)] @ D)= o dim(S.(t) - N.
k=1 Clearly, the information has spread to all nodes when
where some of the coefficients , may be zero (if the corre- D(t) = N(N — 1). Now, let 7; denote the number of time
sponding information packet is not present at the transgitt slots until the total dimension increases {4V — 1). It can
node at that time). For each messagg «; xS are called its be written as7; = min, {D(t) > i(N — 1)}.
network coding coefficientand they are available through the By definition 75 = 0 and the information spreads to all the
header of the packet containing;. As discussed in [16], in nodes at7y, i.e., 7 = Ty. The following lemma gives an
a network coding system, each packet consists of two pamgper bound for the probability of the message sets at two
a header that contains the network coding coefficients andh@des spanning the same subspace vehert;.

body that carries the encoded message. This header is a plii&%ma 1. Att = 7;, the probability that two nodes (e.g
to pay to use the network coding. However, if the size of the ») have.the same“subspace can be bounded byq =
information packets (and hence the size of the messagesﬁb’is )

reasonably large, this overhead is negligible. That be&id,s ~ Proof: See [9]. _
for each messagm; at nodeu, network coding coefficients ~ Finally, the following theorem gives an upper bound on the
are available. stopping time.

I1l. DATA DISSEMINATION USING NETWORK CODING

1As is generally true, the carrier sensing range is largen tha transmis- 2To diffuse N packets, we need at least transmissions, which in wireless
sion range. networks require at leasy time slots.



e ) N —1 Zj:o(—1)j(Ngl)(N(i7j+]{7):2(i+2+k))

P(S,(T5) = Su(Ti)) < ) min(, ) : — : (5)
= E'N—-k—-1 > io(=1)7 (1;7) (N( Jﬁl_)l ( +1))
Theorem 1. Let 7 be stopping time. Then average stopping time is of ord€r(N?) when NC is applied.
IN(N—1) (o= 1

E[T]< S Pu (Z 1-P(5.(T;) = Su(T)) +N). 6 Clearly, Corollary 2 gives the best achievable time, and
u,veV =1 Corollary 3 gives the worst time (largest number of time
slots needed). In other words, the above corollaries shatv th

Proof: See [9]. for data dissemination in a wireless network with nodes,

Since each node is initialized with a single packet, it neetlse average stopping time is betweé€(N) and O(N?),
to acquire the remainingy — 1 packets from other nodes forindependent of the underlying nodes reception probatazitiiy
the process to terminate. Hence a totaNgfV — 1) successful network topology.
packet transmissions must occur. Due to the broadcastenatur
of wireless, multiple receive nodes hear each transmission
and may decode the transmitted packet (according to theidn this section, we present results from a system simulation
reception probability; higher reception probability riksuin conducted using MATLAB R2008b that conforms to the data
a higher chance of decoding). Therefore, the number of tindissemination model described.
slots required is inversely proportional to reception fataibity We assume that all nodes use the same transmission power
as captured by the first part of the upper bound. The secdRcand QAM modulation with no channel coding to broadcast
part of the upper bound represents the fact that a succlgssfpickets. The wireless channel is assumed to be Rayleigh
received packet at a node is only useful if it does notfading, and the path loss exponengisAssume node: sends
belong to the subspace spanned by existing packets; i.ea ipacket to node which is d(u,v) far away. Nodev, the
is ‘innovative’. Again intuitively, the probability of a m&ket receiver, can decode successfully the packet transmittad b
being innovative at a node decreases with time, as the siftits received Signal-to-Noise (SNR) ratio exceeds a thoé
space spanned by existing packets is always monotonic non- P, = Pr(su,v > ), )
decreasing. ’ No

In the following two corollaries, we consider two extremavheres,, , follows an exponential random variable with mean
cases, a fully connected wireless network and a sparsely cgn. d(u,v)~2 and the N is the variance of additive white
nected network [9]. These two cases illustrate how receptiGaussian noise, assumed tobe 10~ at all the receivers
probability affects dissemination based on NC in a wirele$sandz is the capture reception threshold whose value depends
network. on channel coding and modulation. In our simulation, we set

For any nodeu € V, let defineV,, = {v € V|P,, > z=45dBm.

0}. In other words,V,, is set of nodes which are located in The results reported are based on simulations conducted for
the transmission range af3. A wireless networkG(V, E) two simple and useful topologies: regular linear and 2-@.gri

is considered fully connected when, for any nodec V, Such structured topologies help with better understanding

V., = V; i.e., every node is within the transmission range dhe model behavior as the number of nodes increase.

all the others.

V. PERFORMANCEEVALUATION

A. Linear Grid
Corollary 2. In a fully connected wireless network, the

Here, nod located i line, with | dist ,
average stopping time is of ordér(N) when NC is applied. b ere, nodes are located in a line, with equal distante

etween neighbors. At first, we let the transmit power remain
fixed and increase the size of the network by adding more

Above, the corollary is consistent with the result of th&odes. Figure 1-(a) presents the simulation result and the
data dissemination in a wired network when network codir@palytical upper bound for the linear network. As one can see
is adapted. The authors in [5] show that the stopping tiniee upper bound given in Eg. (6) closely follows the trend of
increases linearly with the size of the wired network. the simulation results.

A wireless networkG(V, E) is sparsely connected when the When there are only a few nodes in the network, stopping
network is connected and for anye V, I“/}»‘I < 1. In other time has a linear relation with the number of nodes in
words, in a sparsely connected network, there are only féfe network. However, when the size of the network keeps
nodes in transmission coverage of nadeAn example of a increasing, the linear relation is not valid anymore. THgs i
sparsely connected wireless network is a linear networkevh@onsistent with our findings in Lemmas 2 and 3. For a small

each node can only communicate with its close neighbors.number of nodes in.the network,. nodes are.in transmission
range of each other; i.e., a transmitted packet is heard oy al

Corollary 3. In a sparsely connected wireless network, thgye nodes in the network (with nonzero probabiliy, > 0);

31) Note thatV,, contains nodeu itself. 2) All the nodes still belong to  “Noise Power is calculated for the bandwidth of 10MHz and ingerature
one cell, i.e., they are all in sensing range of each other 300K. This value, however, does not affect the result of thauktion.
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Fig. 1. Analytical and simulation results when size of netwis changing Fig. 2. Analytical upper bound and simulation results verswdes’
and nodes transmission power is fixed for (a) linear topoldyygrid topology. transmission power for (a) linear network (b) grid netwokky = 4 x 1014,
For both topologies we hawé = 30, P = 20 x 1076, Ny = 4 x 1014

VI. CONCLUSION

hence, the stopping time 8(/N). On the other hand, when | 3 wireless network with general topology, we provide an
the size of the network keeps expanding, after a while we haygaytical upper bound for the amount of time needed to sprea
P,y = 0 for some nodes in the network and that affects thgformation through the whole network. Our result show that
trend of the dissemination delay. In Figure 1, affér= 30, py ysing network coding the stopping time is betwe2V)

the stopping time (from both the simulation and analyticging O(N2) where N is number of nodes inside the network.
result) starts to increase nonlinearly. In fact, one cantsat
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