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Abstract—In high density (HD) WLANSs, packet losses can secondary sources in a different BSS. Thus, standard BEB
occur due to hidden terminals (asynchronous interference) or col- algorithm will cause unnecessarily long delay, poor channel
I|S|o|r(15t (lsynchro?r?us Lnteéfeaer:)ce)l.( V#'thlo”t _?Aﬁere?t:gtllznég ggg"fl utilization [6] and worsen the long-term fairness[7]. Further-
packet losses, e Standar ackolr algorithm O . . . .
with binary exponential backoff (BEB) can greatly degrade MOe recept studies [7][8] show that an appropriate choice of a
throughput and faimess. In this work, we exploit differentiated ~ fixed CW size nearly approaches the throughput performance
PER (packet error rate) to propose a novel CWTO (joint of BEB in both single cell and multi-hop WLANSs. Rather,
Contention Window and Transmission Opportunity) adaptation BEB worsens short-term fairness even in the absence of any
algorithm to improve the aggregate throughpuas well asnetwork  higden terminals. Therefore, in this work, we will turn off

fairness for multi-cell HD WLANs. Contention Window and " .
Transmission Opportunity adaptation are dedicated to through- BEB a@nd only adapt the *fixed” CW value of each station.

put maximization and fairess provision respectively and their ~ We therefore propose a CWTQoint Contention Window
effectiveness supported by extensive simulation results. and Transmission Opportunjtyadaptation algorithm to im-

Index Terms—WLAN, Contention Window (CW), Adaptation,  prove the aggregate throughput as well as network fairness for
Transmission Opportunity (TXOP), Loss differentiation multi-cell WLANSs. Although Contention Window alone can
be used also for fairness provision[9], we show that tuning
l. INTRODUCTION TXOP (Transmission Opportunity) rather than CW should be
In recent years, IEEE 802.11 wireless LANs have gra#fe preferred option for fairness. In order to adapt to topology
ually become the preferred technology for wireless Internéifferences and traffic variation, the algorithm will adjust the
and Intranet access. Such large-scale WLAN deploymentsGY¥V values of each link according to the node density and
enterprises, university campuses and public spaces (airpofstantaneouslifferentiated PER (packet error rate) due to
shopping centers) typically involve a large number {00s) collisions only The loss differentiation method has already
of Access Points (APs) that may be separated by only a fé@en developed and reported in our previous work [11]. Mean-
meters [1]. This creates a multi-cell backbone network - a Higthile, TXOP control will provide network fairness with best
Density Infrastructure WLAN - to serve an increasing numbéiffort. Thus CWTO can effectively accommodate differences
of simultaneous clients~( 1000s). However, because of thein network topology, nonhomogeneous node density and traffic
small number of non-interfering channels available for 802.Mariation. In addition, CWTO algorithm does not need any
in the unlicensed bands, such multi-cell WLANs are intefopology information and can be widely used in both 802.11
ference limited. In our previous work [2], we studied on-linéID infrastructure and ad-hoc mesh networks.
adaptation of carrier sense range for improving the aggregate
throEghput of a HD WLAN usinggeﬁectiveploss dgifferent?gtiog. IIl. BENEFIT OF JOINTCW AND TXOP ADAPTATION
In this work, we continue our efforts by investigating the role In this section, we demonstrate the benefit of joint CW and
of joint CW and TXOP adaptation in enhancing aggregafeXOP adaptation via an analytical model. In [9], the authors
throughput. proposed a novel continuous time Markov chain model to
IEEE base MAC in 802.11 adopts a slotted binary exponefierive link throughput in multi-hop ad-hoc WLANS. In this
tial backoff (BEB) algorithm to avoid collisions. The algorithmPaper, we will extend the above model to include TXOP and
assumes that all losses are caused by collisions (contend§§ess its impact. In addition, we will apply the extended
stations within carrier sensing area transmit in the same siBipdel to the well-known 3-pairs scenario [9], shown in Fig. 1,
and doubles the contention window (CW) size to redud® demonstrate the advantage fairness provisioning via TXOP
contention upon a frame loss. However, in a HD WLANControl rather than CW control.
the losses due to hidden terminal (apart from collisions) mayIn the 3-pairs network, two links (A and C) are out of

also be significant, because of the interference arising frd¥th the carrier sensing range and interference range of each
other and thus not coordinated. Such cases provide simple

This work was supported in part by Intel Corp. canonical examples of known significant fairness problems.



When all links are backlogged, the middle one achieves veryFinally, by excluding the collision overhead, we can deter-
low throughput because it can capture the medium only wharine the aggregate throughpitf of the network by

both outer links are in the back-off phase. Next, we select

CW and TXOP as the control parameter for fairness provision TH =24+ 25+ 20 — L0SScon (4)
and compare the network throughputs for these two solutions

when the three pairs achieve the equal channel access time.With C' = 6Mbps and Ty, = 9usec for 802.11a, the
equality x4 = zp can be met either via a suitabl@iWpg

1 3 5
® ® ® (CW control withT XOPg = 1) or suitableT’ XOPg (TXOP
ca ca ca control with CWp = CWj,). The correspondingd’H and
i: 5: % : Loss.,; for the two solutions as a function of packet size
I ¥ y and CW, are shown in Fig. 2.
2 4 6
Fig. 1. A 3-pair WLAN CWA/CWB by CW control TXOP, by TXOP Control
2 4. CW,=50 H —s— CW, =50
Transmission Opportunity, originally proposed in the IEEE ||~ cw,=100 : 121 e cw,=100
802.11e standard, defines a period of time that a 802.11 device CWat%0 . 10 Cw,=150
can use for successive transmissions with a single channel ags . 8
cess, limited by’ XOPy;,,i; *. After a successful frame trans- Lot . ; s
mission, indicated by reception of an acknowledgement(ACK), s; .+ =X A .
a continuation of TXOP is granted to transmit another frame. #: x:* gy
Therefore, TXOP is an effective tool for fairness since itallows ° o 1000 1500 2000 % a0 1w 100 700
a node with lower channel access probability, a larger TXOP Packet size (Byte) Packet size (Byte)
duration. @ (b)
In [9], it is shown that by ignoring any collision overhead, | cColision Overhead (Mbps) , Throughput (Mbps)
the throughput of the three links operating with equal channel., ==
data rateC in Fig. 1 is given by 08| A cw,m1s0cwconto ¢
0.7 —g— CWAZSO TXOP Control 7
— patpapc .C oe _.._chiwo TxoP Conto %, CW,=50 CW Control
TA= 1+PA+PBPTBPC+PAPC zj C.Wiismjopfomri‘ PRI e x . CW,=100 CW Control
B - Trpatpntoctoarc g @) 0sl * S g _._Eﬁ“ii‘iiffm'ml,.
T Teoatontoctoar el ‘ D
andp; (i = A, B or C) is the scheduling rate of a link, which %50 G0 w0 2 % w0 ww  nmm a0
iS modlfled from (12) in [9]' given by Packet size (Byte) Packet size (Byte)
2L - TXOPiimit, © @
pi = m ) Fig. 2. CW vs TXOP control for fairness in 3 contending flows

whereinT X O P4+, 1S @ new term introduced to capture the
effect of TXOP of link i, CW; is the fixed contention window  With increasingL for any fixedCW 4, the time fairness is
size of linki, L is the data frame size, arfd;,, is the duration more difficult to achieve, i.e. Link B needs a smalléiVz
of a slot time. or a largerTXOPg. For example, wher, = 2000 bytes
In the analysis, we assum@WV of links A and C are andCW4 = 50, CWp has already decreased to 3. Such a
identical and denoted &SIV 4 and theirT X O Py;,,;; equals 1. value is too small and not practical in a WLAN, because it
For equal link rates, time fairness (all links share the chanr@in produce substantial collisions if station 4 also has data
equally) is appropriate for which it suffices thay = z53. to send. Therefore with CW control for fairness, even the
We first find theT XOP,;,,;; or CW (denoted as’ XOPp stations in favored positions (such as station 1 and 5) may
or CW3) of the link B satisfies above condition. Then weéhave to use a relatively high CW (such as 100), leading to
estimate the total collision overheaHypss..; by many unnecessary idle slots and low channel utilization. In
contrast, TXOP does not have this limitation. In addition, for
T5 9 ) eachCW 4, collision overhead of TXOP control is much lower
*m- (1 —(1- W) > (3) than that of CW control, because frame bursts in TXOP could
B A reduce collisions. Therefore TXOP control achieves a higher
where W%BL represents the frequency at which Link Bhroughput, especially whefiiW, value is small.

Losscoy = 2L

initiates channel access$,— (1 — 12y~ )° is the collision  In summary, faimess provisioning via TXOP control in a
rate for such channel access &d represents the two framemulti-hop WLAN is the preferred alternative as it (a) allows
losses in each collision event. stations to operate with more pragmatic CW values and (b)

1 . . N _ reduces collisions. These motivate a joint adaptation algorithm

For convenience, instead of using time duration, we defi®®OFlimit i tha next section, where CW and TXOP will be dedicated
as the number of permitted successive transmissions. R . e

28etting T X O Py;ms; equal to 1 disables it. to throughput maximization and fairness provisioning respec-

3Due to symmetry of link A and Cp4 = pc and hencer 4 = zc. tlvely.



[1l. JOINT CW AND TXOP ADAPTATION ALGORITHM adaptive to traffic variationa central controller tunes the value
BASED ON LOSS DIFFERENTIATION of CWratio (the ratio betweerC'W and M) periodically,

The proposed CWTO algorithm has three componen&S@rching for the optimal’Wratio (maximize aggregate
i) estimation of the number of competing stations, i) cwhroughput) while satisfying the maximum PER (collision)
adaptation and i) TXOP adaptation. The first component §onstraint on each link. Then each statiosets its contention
the basis of CW adaptation, and the rest two are in charge'§ypdow size ('W;) according to itsM; value, i.e.
throughput maximization and fairness provision.

CW; = M, - CWratio @)

A. Estimation of the number of competing stations P, Prin

The first step toward an efficient adaptation framework is
the estimation of the number of competing stations (denoted cw Cwratioj)
as M;) around any reference statianthen each station can Adaptation
set its CW size according to the “node density” around it. The
previous estimators of the number of competing stations for Network
single-cell networks (e.g. [5]) assume stations are all within .
one carrier sensing range and hence all synchronized. Clearly, e ~—‘

this is not true for multi-cell WLANS; we next propose a novel
method to estimaté/; based on only the activity of carrier
sensing.

In a multi-cell WLAN, M; denotes the total number of
active stations within the carrier sensing range of station
(including itself); thereforeM; depends on the value of PCS
(Physical Carrier Sensing) thresholg.{) used in a network.
We introduceP, (i), defined as the probability that at a slot
boundary, the channel around a reference statios busy
due to the transmission by one or more other stations within® ability
the carrier sensing range. The measuremer®,§f) is based AL ) i
on synchronizing all stations by forcing them@ft)o use a low * qWTat’O(7 ): CWratio used afterjth CW update update
PCS threshold;,.;» *. In addition, stations use a constant ° 0: CWratio adaptation step

large CW size(denoted bg/WW, say 1023) and measure the In the adaptation, instead of using the total PER (packet
following two variables: error rate) of the links, we use the differentiated PER due

to collisions as the constraint. In a HD WLAN, the packet
losses due to hidden terminals (apart from collisions) can-
not be ignored (even with optimal.; [2]) and thus using
the total PER will lead to unnecessarily large CW values,
resulting in lower throughput. Clearly, the above adaptation
resumes effective loss differentiation method as developed in
ur previous work [11]: in particular, using measured energy
and delayed sensing, each station separately estimates the PER
due to collisions and hidden terminals in real time as described
there®. Furthermore, for adaptation stability, an exponentially
P(i)=1-(1— M-l q (1- 2 YMi=1(5) smoothed moving average with0ab smoothing fac_to_r is used
1+CW to smooth the measurement of PER due to collisions. At the
where 7 is the transmission probability for each station. Foggnd of an updating period, all stations report its smoothed
fixed CW, 7 = 2/(1 + CW)[4]. Then we can estimate thePER due to collisions to a node identified as a ‘central

Fig. 3. The block diagram of CW adaptation

A schematic block diagram of CW adaptation is shown in
Fig. 3 and we define the following:

« j: iteration index corresponding to CW updating period
o T: CW updating period

e P.,,(j): the highest differentiated PER due to collisions
within jth updating period

Pmin, Pmaz. targeted minimum, maximum collision prob-

« n;: the number of slots in which the reference station
does not transmit;

« m;: within the aboven; slots, the number obusy slot
whose energy level measured is higher than

Thus the estimator Py(i) > ° is m;/n,. Further, when
M; — 1 stations contend for the channel along with th
reference station, the trueP,(i) for the reference station is
given by

number of competing stations around each station by controller’. Among these reported PER due to collisions, the
highest differentiated PERP.,,(j), will be used to adapt
log(1—T) the CWratio, to accommodate traffic variation for the next
" log(1— 2w +1 ©) updating period, as follows:

B. Centralized CW adaptation for throughput optimization CWratio(j — 1)+ 6 i Pan(j) > prae

In the proposed CW adaptation algorithm, the contentiqgwmtio(j) ={ CWratio(j —1) =08 Pun(§) < Pmin
window size used by each station is proportional to fifs CWratio(j — 1) otherwise
value. In this way, stations in dense(sparse) area will use (8)

a large(small) CW value, a solution that can minimize the |n order to maximize the throughput, the setting of an
collision probability of all stations simultaneously. To beappropriate target collision probability is desired; it should

4ymin is much lower than the actual operational PCS thresheld 6with TXOP, PER estimation for collisions are only performed for the first
SWe use< > aroundP, (i) to denote its estimate based on observed dataansmission in each frame burst.



balance the tradeoff between idle slots and collisions resultitignit T XOP,,,... (say 10). Oncé 'z is higher thanl’Hr,. for
from simultaneous transmissions, both of which results a number (say 5) of consecutive periods, it will decrease its
reduced throughput. We set this target value according ToX O Py;..;; until it reaches 1.

results derived by [3]. The equation (28) in [3] shows the
optimal transmission probability,, in the single-cell network ‘ sat Ll et Tx @ No

Timer =5

as a function of the number of stationsand packet size, i.e.: :
*
e = V20 = DT~ D/n 1 ©
(n—1)(T¢ - 1)
whereT¢, is the duration of a collision measured in slot time TXOPTITEminTX ] [TX ORI TXOPE
unit. Mot Tmerss
Thus the collision probability for the,,, in the single-cell l l
network is given by - R
Fig. 5. The block diagram of TXOP adaptation
Pcopt =1- (1 - Topt)n71 (10)
o LWt Optimal CWfor 1500 byte packets IV. SIMULATION EVALUATION
—+— 6Mbps
ool ; vl We next evaluate the performance of the proposed CWTO
+ 48Mbps solution by OPNET simulation. The simulations are carried
o2 bl out in OPNET v.11 using the modified physical carrier sensing
It module developed in [12]. TXOP mechanism is further devel-
R oped in the above model. We use the aggregate throughput to
d measure system capacity, and use worst link throughput and
.l e ] Jain’s fairness index [10] to measure fairness. Two network
oosl P | topologies are investigated: a) A 20-cell random annular
WLAN; b) A 25-cell random cellular WLAN. Each scenario
will be evaluated with CWTO and the legacy algorithm(BEB

° %" Number of Competing Stations with CWmin = 15, CWmaxz = 1023) for comparison. For

. . o _ . simplicity, all cells in each scenario are assumed to work on a
Fig. 4. Collision probability with optimal CW as a function of number °fsingle channel and all traffic are saturated flows with a constant
stations and link data rate .

packet size of 1500 bytes.
. for 1500 bytes packets as a function of _The simulation was_conducted for 802.11a band with trans-
mit power of 25mW, link data rate of 24Mbps and path loss

exponent of 2. To average the PER,is set to10 sec. The

We show P,
802.11a link data rate and in Fig. 4. Interestingly, as:
increases, theP,,,, for each data rate is relatively flat for - e h
differentn. Thus the converged value &f,,; can be used as reception sensitivity was set such that the reception range
the target collision probability for a network with variable nog¥/a@s 10 m; thus a receiving station can only receive packets
density. In particular, we set,;, to be the converged valueP 1© @ maximum distance of 10 m. The PCS threshpld
of P.opt @and py,q, to be slightly higher tham,,;, to avoid for the two scenarios was set te68.3dBm and —69.3dBm

oscillation in the adaptation. The effectiveness and robustn&gSPectively,which are the optimal values found by the PCS
of such setting will be evaluated in simulations. adaptation algorithm proposed in our previous work[2] to
maximize spatial reusey,,;, was set to—82.8dbm. As

C. Distributed TXOP adaptation for fairness for CW adaptation, we set the target PER ranges such as

The goal of fairness tuning by TXOP is to guarantee thé‘?mm’pm“’”) = (0.15,0.17) according to Fig.4, and set =

th tlink th hout is higher th t threshol 5 and initial CWratio = 15. Each simulation duration was
eworstiink throughput IS igher than Some preset thresnoigy, sec e 60 cw updating periods. All the performance

:’r\{e d.'d n_?tbyljrowde_ max-min fawResZ ;)n this W(f)r.k’f beciysi’ﬁetrics are collected over ®0 sec. duration post adaptation
€y Inevitably require more overnead by way of informatio accurately measure network performance.
exchange to acquire network topology. A schematic bloc

diagram of TXOP adaptation is shown in Fig. 5. TABLE |
The algorithm adopts a beSt_ eﬁor_t approach Wit_hOUt inforCW AND TXOP ADAPTATION IN A 20-CELL RANDOM ANNULAR WLAN
mation exchange, where each link tries to use a suitable TXOP

value to make itd'z (the number of frame transmissions pelr Aggregate | Worst Link | Fairness
second) for each updating period higher than a preset thresh- Throughput| Throughput| Index
old, THrp,. THr, can be configured by the hardware vendogr Legacy 39.9 Mbps | 287.8 Kbps| 0.633

or an IT manager, which will be set adaptively according to CWTO(10%-12%) | 51.8 Mbps | 589.8 Kbps| 0.766
Quality of Service (QoS) requirement and network density: CWTO(15%-17%) | 51.8 Mbps | 555.8 Kbps| 0.753

Once a link’'sTx value is lower tharil'Hr, in a period, it
i ; LT ' CWTO(20%-22%) | 51.3 Mbps | 547.7 Kbps| 0.746
I tsTXOP,;mi: by 1 until it hes th

will increase ItsT-X O Fiimi by 1 until it reaches the upper CW only(15%-17%)| 49.3 Mbps | 397.3 Kbps| 0.709




First, we study a random annular WLAN, which consists 30 meters. Each cell has one AP and one client (STA), and
20 cells with cell radius of 10 meters and AP-to-AP distandeoth AP clients are transmitting saturated traffic, i.e. a total of
of 20 meters. Each cell hasrandom number of clients (1 50 links in the networkT Hr, is set to40 frames/second.
to 5, thus the network is nonhomogeneous) located at theTable Il shows the simulation results. CWTO dramatically
cell boundary and each client transmits saturated traffic toproves fairness: worst link throughput increases by more
its AP. THr, is set to50 frames/second. The purpose othan 8 times and fairness index increases fto#26 to 0.727.
this simulation is to show how CWTO performs in relativehAt the same time, CWTO still can achieve almost the same
symmetric network. In this experiment, we also study thtaroughput as “Legacy”. We also show all the individual
robustness of propose.in, Pmax) S€tting by adding or link throughputs in Figure 6. Comparing with “Legacy”,
subtracting 5% from the proposed values. the throughput of all links in the middle have been greatly

Table | shows the results of three metrics respectively. Tivaproved by CWTO. This throughput distribution indicates
numbers in the brackets are different targetedi., pmaz)- Why there is no improvement in aggregate throughput in
Firstly, CWTO achieves much higher aggregate throughpiliis experiment. It results from the familiar trade-off between
than “Legacy”, i.e. there is 30% throughput improvemernhroughput and fairness in a multi-hop network: letting the
for targeted rang€15% — 17%). This improvement mainly center links transmit one more packet may prohibit two
comes from the reduced collisions via CW adaptation, whi@r more simultaneous transmissions on the edge. However,
can be validated by an experiment without TXOP adaptatioBWTO can achieve much better fairness than “Legacy” with
labeled by “CW only”. The throughput of “CW only” is almost the same throughput confirming its effectiveness.
close to that of CWTO, showing that up to 80% of above
throughput improvement can be attributed to CW adaptation V. CONCLUSION
only. Secondly, CWTO greatly improves fairness: worst link In this work, we proposed a joint Contention Window and
throughput doubles and fairness index increases foca3 TXOP adaptation algorithm, CWTO, to improve the aggregate
to 0.753. Finally, the performances for the three targetediroughput and network fairness for dense multi-cell WLANSs.
(Pmin, Pmaz) With a difference up tol0% are very close, CW is adjusted according to the instant differentiated PER due
indicating that the performance of CWTO is not quite sensitii@ collisions; while TXOP control provides network fairness
to the value of the targeted collision probability. This impliewith best effort. The simulation results quantify the achievable
one commonPoin, Pmaz) May be applied to a network with aggregate throughput, worst link throughput and fairness in-

more diversified packet sizes. dex. Future work will consider approaches for distributed CW
adaptation and study how the value BX OP;;,,;; impacts
TABLE I network access delay.
CW AND TXOP ADAPTATION IN A 25-CELL RANDOM CELLULAR WLAN
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