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Abstract

In this paper, we focus on the performance of TCP enhancements for a hybrid terrestrial-

satellite network. Compared to other network scenarios for which many models of TCP were proposed

in the literature, fewer work are related to TCP over satellite links, which is the objective of this paper.

We studied two widely deployed approaches - TCP splitting and E2E(End-to-End) with link layer

support for a variety of parameter configurations by deriving analytical estimates of TCP throughput

as a function of terrestrial/satellite propagation delay, packet loss rate and buffer size. Simulations are

performed to validate our analysis. Throughput comparisons indicate superiority of TCP splitting over

E2E scheme in most cases. However, in situations where end-to-end delay is dominated by terrestrial

portion and buffering is very limited at intermediate node, E2E achieves higher throughput than TCP

splitting.
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Abbreviations

SACK : Selective Acknowledgement

ACK : Acknowledgement

NAK : Negative Acknowledgement

FACK : Forward Acknowledgement

LEO : Low Earth Orbit

GEO : Geosynchronous Orbit

TCP : Transport Control Protocol

RLP : Radio Link Protocol

ARQ : Automatic Retransmission reQuest

FEC : Forward Error Correction

I. INTRODUCTION

The need for global broadband access to the Internet for airborne/seaborne nodes with high

mobility has led to expansion of the terrestrial Internet backbone by incorporating satellite com-

munication links. Examples include proprietary networks by Teledesic, GlobalStar Inc. (and

others) to provision for new data services via terrestrial-satellite hybrid networks based on a

constellation of LEO satellites [1]. TCP which continues to be the primary transport protocol,

is well known to face new challenges in a satellite networking environment, including the long

propagation delay (e.g. the one-way propagation is �� � ��� ms for LEO satellite and ���

ms for GEO satellite) and significant packet losses on the satellite link (e.g. for typical satellite

links, average BER ranges from ���� to ����, and higher - ���� to ���� - in land mobile satellite

channels [10]). [2] demonstrated significant performance degradation of TCP in a lossy network

with large bandwidth-delay product (BDP) (e.g. satellite) due to its limited loss-recovery ca-

pability. Since TCP’s congestion control mechanism regards link layer losses (erroneously)

as indicative of congestion, it invokes unnecessary rate control leading to low bandwidth uti-

lization. Thus many enhancements have been proposed to improve TCP performance, which

can be conveniently classified into three broad categories - TCP Protocol Enhancements (e.g.

TCP-Peach [4][3], TCP-SACK [5], etc.), TCP Splitting (e.g. I-TCP [6], Skyx [7], etc. ) and
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End-to-End(E2E) with link layer support ([9], [10], etc.). TCP Protocol Enhancements pre-

serve end-to-end semantics and do not require complicated configuration and control in the core

network; however its main drawback is the need to replace current TCP protocol stack imple-

mentations at end-user devices with the new versions that can be cumbersome. On the other

hand, both TCP Splitting and E2E with link layer support do not require any modifications in

TCP protocol stack at the end-systems and have found wide acceptance by industry (e.g. Skyx

[7], Flash [8] etc.) in product deployment. Accordingly, in this work we focus on analysis of

TCP Splitting and E2E with link layer support approaches.

TCP splitting uses a performance enhancing proxy at the satellite channel access node that

divides the end-to-end TCP connection between a (terrestrial) source and (airborne) destina-

tion pair (see Fig. 1) into two (or possibly more) segments. On the satellite portion, advanced

schemes are employed to combat wireless channel losses - usually some combination of en-

hanced link layer ARQ/FEC approaches or specialized TCP versions(SACK, FACK, etc.). This

results in improved throughput without costly upgrades to the TCP stacks at the end systems and

any system optimization to hide the impact of the link losses is therefore local to the satellite

segment. Nevertheless, performance sensitivity issues arise due to the interaction among path

segments and different layers for any particular solution. For example, in TCP Splitting, the in-

termediate node (the spoofer) sends back a spoofing ACK packet to the TCP sender immediately

upon receiving a TCP data packet instead of waiting for the ACK from the final TCP destina-

tion. [11] studied the performance of TCP spoofing by simulation and showed the problem of

data accumulating at the spoofer, potentially leading to an additional bottleneck. We also note

that RFC 3135 [32] has identified many issues related to the TCP splitting approach, such as

robustness and security. One of the well known problems of TCP splitting is that by breaking

the end-to-end connection, a split TCP connection is no longer reliable or secure, and a failure of

the satellite ground station may cause the sender to believe data has been successfully received

when it has not.

The other alternative - E2E scheme with link layer support - makes packet loss completely

transparent to TCP layer by using reliable link layer protocol such as selective repeat ARQ on

the satellite portion. While this approach preserves original TCP end-to-end semantics and has

no security weaknesses as in the case of splitting, it does potentially contribute a new problem -
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the interaction between TCP and link layer protocol, both of which offer reliable data transfer,

may impact end-to-end performance significantly due to the possibility for greater variability in

(end-to-end) round trip time caused by link layer retransmissions. [20] demonstrated through

simulation that using selective-repeat ARQ at the link layer rather than Stop-Wait or Go-Back-

N, the problem of competitive retransmissions between TCP and link layer is much less serious

than previously reported.

The primary significance of our work is our contribution towards modelling of TCP perfor-

mance in the context of the relative lack of such (analytically inspired) results for hybrid net-

works. Of the few earlier studies, [12] investigated TCP/RLP performance with CDMA wireless

link; as FER (frame error rate) increases, it suggested increasing the number of retransmissions

at link layer to alleviate TCP throughput degradation. [13] and [14] considered the effect of

forward error correction (FEC), and [15] studied the interaction between TCP and ARQ as well.

However all of them relied primarily on simulation, and did not propose any substantive ana-

lytical model. Some useful analytical models were proposed in [16] [17], but they focused on

the impact of burst errors in a fading channel while ignoring wireless propagation delay (and the

resulting interaction with TCP congestion control algorithm) which is not feasible for TCP-over-

satellite. [21] took segmentation at link layer into consideration and modelled TCP over ARQ

using a Markov method; however, the propagation delay at the link layer was again neglected.

[18] evaluated performance of hybrid ARQ in LEO satellite networks, but did not study TCP

performance. [19] proposed an analytical model to evaluate the performance of TCP over Go-

Back-N ARQ in UMTS environments. Although [19] took the wireless propagation delay into

consideration, Go-Back-N is less effective than selective repeat ARQ (see [20]), which limits

the application of the model proposed in [19].

In summary, there does not exist any useful analytical estimates of TCP throughput for E2E

with LL SR-ARQ or TCP Splitting in a lossy hybrid network - our work provides the first com-

prehensive analysis. Further, the analysis is validated by simulation with ns-��� simulator. Our

main conclusions are that TCP splitting generally outperforms E2E scheme; however in the case

where the end-to-end delay is dominated by terrestrial portion (and not the satellite link, such

as in LEO network where the round trip time is 10ms) and buffer size is limited at intermediate

node, E2E scheme is preferred. The only metric investigated in this paper is throughput; delay
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performance is not considered based on the assumption that mainstream applications on today’s

Internet remain data services such as web browsing, email, and FTP, all of which are not very

delay sensitive.

The paper is organized as follows. In Section 2, we describe the terrestrial-satellite hybrid

satellite network scenario and introduce a theoretical system model as the basis of our analysis.

Throughput expressions for E2E with LL SR-ARQ and TCP splitting are obtained in Section 3

and Section 4, respectively supported by numerical results by way of model validation. Section

5 presents some observations based on our results as well as model extensions by consider-

ing more realistic factors, such as fading channel, limited retransmission attempts and multiple

connections. Section 6 concludes the paper.

II. SYSTEM MODEL

Fig.1 shows a generic network model with terrestrial and satellite portions for both TCP split-

ting and E2E with link layer support. Generally, the bandwidth on the terrestrial portion is much

larger than on the satellite portion so that the intermediate node (gateway) is a congestion point.

Therefore, provisioning of sufficient buffer space at the satellite gateway plays a key role in

influencing TCP performance. We assume a bent-pipe satellite model which can be regarded

as a lossy point-to-point link; thus no flow and congestion control is needed in principle on the

satellite portion and should be avoided for optimizing overall system efficiency.

In TCP splitting, a connection is divided into two separated sub-connections at the intermedi-

ate node. A normal version of TCP (Reno) is used in the terrestrial portion while an improved

link-layer protocol (ARQ, FEC, etc.) or some advanced version of TCP (SACK, FACK, etc.) is

suggested for the satellite portion. In this paper, we assume a fully reliable selective repeat ARQ

over the satellite link, where a data packet is not cleared from the send buffer until the arrival of

corresponding acknowledgment.

A suitable reliable protocol (e.g. SR-ARQ) is used in the E2E scheme, but only at link layer.

Further, they are completely transparent to TCP layer so that TCP end-to-end semantics is un-

changed (see Fig.1). Note there exists a maximum limit on retransmission attempts at link layer

of a real system. As is well known, TCP throughput is sensitive to loss; therefore, the retrans-

mission limit should be sufficiently large to achieve very low residual packet loss rate. This was

confirmed in [19] which also concluded that the price for this reduced residual loss rate is added
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latency; this was considered a worthwhile trade-off since without corrupted segments, TCP win-

dow will not be backed off (reduced by half when “congestion” losses occurs) that typically

leads to throughput degradation. For this reason, we assume fully reliable SR-ARQ at the link

layer.

Fig.2 shows a system model for our following theoretical analysis that defines the key system

parameters listed below.

�: Buffer size of intermediate node (in units of TCP packets);

��: Round Trip Time (RTT) of terrestrial portion;

��: RTT of satellite portion;

�: Transmission rate of satellite portion (TCP packets per second);

�: Packet loss rate of the satellite link.

Note that the link capacity on the terrestrial part is not specified as it is assumed to be signifi-

cantly larger than the (average) wireless link capacity and its specific value does not impact our

analysis. The above model was also used in [23] for modelling TCP performance in a network

with high bandwidth-delay product and random loss. However [23] did not consider any en-

hancements such as link layer SR-ARQ or TCP splitting and only used end-to-end RTT without

differentiating between the respective RTTs on the terrestrial and satellite segments. Intuitively,

since the random loss on the satellite channel will lead to retransmissions, RTT variation on the

satellite segment is expected to have a greater impact on the TCP throughput than that on the

terrestrial part.

Like earlier works [23] [16] [29], the model proposed in this paper assumes a “constant”

terrestrial RTT ��, including all queuing, propagation and processing delays in the paths con-

stituting the connection. The underlying basis for this assumption is that although the RTT in

the terrestrial segment is time-varying, the variations are slow compared to that in the satellite

portion - hence the quasi-static nature can be approximated by its local mean value during a

simulation run (say during hundreds of seconds) without much impairment to the accuracy of

the analysis.

The satellite RTT �� may also vary due to changing network topology and routing in MEO/LEO

networks (it is, of course, constant in GEO networks). Route changes caused by satellite motion
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do lead to abrupt delay variation 1, which has a great impact on TCP transient performance -

[30] provides a detailed model for the impact of such delay variations. However, as shown in

[31], the mean time between such abrupt delay changes can be several hundreds seconds in a

Teledesic LEO satellite network, which is long enough for TCP to enter steady state. In this

work, we thus only consider TCP performance during steady state where no such abrupt RTT

variations occur. In summary, it is also reasonable to assume a constant satellite round trip time

(i.e. ��) in steady-state TCP modeling.

III. END-TO-END TCP WITH LINK LAYER SR-ARQ SUPPORT

The key assumptions of our model for end-to-end TCP with link layer SR-ARQ support (also

named “TCP over SR-ARQ”) are described next.

1) It was concluded in [24] that when using link layer protocol (e.g. SR-ARQ) in a wireless

link with large bandwidth-delay product, out-of-order delivery across the link leads to the gen-

eration of duplicate acknowledgments by the TCP receiver, which causes the sender to invoke

fast retransmission and recovery. This can potentially degrade throughput; therefore in-order

packet delivery policy is necessary for achieving high performance with TCP over SR-ARQ in

a terrestrial-satellite network, and a link layer buffer is needed for reordering at the receiver. We

assume sufficiently large receiver buffer to avoid any buffer overflow at receiver side.

2) Wireless channel losses are modelled as independent and identically distributed (i.i.d),

which is reasonable for most fixed (static) satellite terminals. Even for a land mobile satellite

channel usually characterized by correlated packet losses, the correlation can be dramatically

reduced by using sufficient interleaving at physical layer. At any fading rate, results based on an

i.i.d. model provide similar trends of TCP performance as with correlated loss models.

3) For i.i.d. channel models, E2E RTT variations caused by retransmission are statistically

independent; in such cases, timeouts do not occur. Without timeout but only congestion losses,

TCP remains in congestion avoidance in steady state, thereby simplifying throughput estimation

considerably.

4) We assume only standard ACK scheme (no delayed ACKs), i.e., one TCP ACK is generated

for each received TCP data packet and sent back to TCP sender with no delay.
�The delay variation caused by satellite motion is slower relative to those caused by route changes.
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5) At link layer, retransmissions have higher priority than new packet arrivals; the latter are

sent only when there are no retransmit packets in queue.

6) ACK/NAKs are used at link layer; for each received link layer packet, ACK is sent for

success and NAK for failure.

7) We assume that both TCP ACK packets and link layer ACK/NAK packets are error-free.

This is reasonable in most cases since their length is much smaller when compared with data

packets. Furthermore, they constitute control traffic with higher priority so that more powerful

forward error correction (FEC) schemes should be used to protect them from losses.

8) Link Layer (LL) SR-ARQ is assumed fully reliable such that a LL data packet will not be

released until it is successfully acknowledged.

9) Greedy traffic model is used for our analysis and simulation so that the TCP source always

has packets to send.

10) Compared with satellite RTT (SRTT), a packet transmission time �
�

is small enough to be

ignored.

A. TCP Window Transfer Time

In the congestion avoidance phase, TCP window increases by one for successful ACK of all

packets in current window. We define the duration between the arrival of ACK packet for the

last packet in the previous window and the arrival of that in the current window as TCP window

transfer time, denoted as ���� where � is window size. This can be described as the sum of

three components, i.e,

���� � �� ����� �����	 (1)

where �� is fixed terrestrial RTT, ���� is queuing delay, and ���� is the total transmission

delay on the satellite portion. The total transmission delay for a packet is the duration from

beginning of first transmission attempt to the arrival of TCP ACK for that packet. Fig.3 shows

the sequence of events in a TCP window transfer.

Characterizing the variables ���� and ���� via their p.d.f is exceedingly complex; instead,

we will attempt a mean-value analysis wherever possible (resorting to conservative upper bounds

at other time) that yields simpler closed-form relations and consequent insight as to how end-to-

system performance depends on key system parameters.
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We assume that both Link Layer (LL) and TCP packets have fixed lengths, and each TCP

packet is segmented into 
 LL packets. If � successive TCP packets await transmission, �


LL packets reside in the buffer at the intermediate node after segmentation. A TCP packet is

assumed successful only upon receipt of the ACK for the last LL packet constituting the TCP

packet.

1) SR-ARQ Retransmission Delay ����: The total transmission delay is the duration from

the beginning of transmission to the arrival of TCP ACK (corresponding to final LL ACK). For

in-order link layer delivery to upper layers, the delay in receiving all 
 LL packets (correspond-

ing to a TCP packet) correctly must be considered. The probability distribution function (p.d.f)

of total transmission delay � for any reference packet on the satellite link with independent loss

� is given by the well-known geometric distribution

P�� � 
��� � ��������� ��� (2)

Let ����� denote the total transmission delay for in-order delivery given that � LL packets

are in flight on the satellite link. It follows that since the delay for each packet is i.i.d with

p.d.f. given by Eq.(2), the distribution of 	���� is given by the p.d.f. of the maximum of � i.i.d.

geometric random variables. Thus

P� ����� � 
��� � 
P�� � 
����
� � 
P�� � �
� ������

�

� 

��

���

P�� � �����
� � 


����
���

P�� � �����
�

� ��� ���� � ��� ��������� (3)

The mean of ����� can be shown to well approximated by (after some tedious steps given in

Appendix A)

�� � E� ������ � ��
�� �

�� � �ln�
� � �

�
�	 �� � �

�� �

ln �
�	 (4)

For satellite links, typically � �� �, leading to

�� �
��

�� �
�� � �ln�

�

�
��� (5)

showing that E� ������ is a logarithmic function of �.
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Now clearly � � ��� (BDP of satellite link). Furthermore, � cannot exceed the buffer size

�, as a copy of each unacknowledged in-flight LL packet is required in the buffer. In addition,

the TCP window size � controls the total number of in-flight TCP packets; as a result,

� � min��	�	 ����
� (6)

From the above, the total transmission delay for a TCP packet ���� is upperbounded by

���� � �� �min��	�	 ����
�� (7)

with high probability, since ����� is a monotonic function of its argument.

The mean of ���� is then bounded by

������� � �� ���min��	�	 ����
� �
��

�� �
�� � �ln�

min��	�	 ����


�
��� (8)

2) Modelling Queuing Delay: At link layer, a TCP packet will be segmented into 
 LL

packets, implying an effective LL transmission rate of �
 packets/sec. Next we consider the

queuing delay at the sender’s LL buffer (see Fig.4) for a new packet arrival, defined as the time

from the arrival to the first transmission.

With assumptions 5) � 8), a reliable satellite LL SR-ARQ system can be described as a

transmission pipe with the capacity equal to the bandwidth delay product���
 on the satellite

portion (see Fig.4). Since a transmitted LL packet will be removed from the pipe only when it

is successfully acknowledged, a multi-server queue for the LL is appropriate where each server

serves one LL packet, as shown in Fig.5 with the following key notations:

�� � The number of packets in buffer that will be served with the rate �
��� ��.

�� � The number of packets in buffer that will be served with the rate �
.

�	 � The number of transmitted packets awaiting acknowledgement.

If the pipeline is fully occupied, i.e., �	 � ���
, the output rate (i.e. rate of packet removal

from pipe) of the system is �
�� � ��, incorporating the success probability of � � � for any

transmission. A new arrival must wait for packets already in the pipeline to be released first,

leading to an input rate (rate of release of packets from LL buffer) equal to �
�� � ��. If the

pipeline is underused, i.e., �	 � ���
, the new arrival can enter the pipeline immediately so that

the input rate is approximately2 given by the transmission rate �
.
�More precisely, the input rate is �� only if the pipeline is empty, i.e., �� � �, and should be in the range ������ ��� ���

for � � �� � ���. Here, we simply employ the upper-bound as an approximation.
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The queuing delay is then given by

���� �
��

�
��� ��
�

��
�


� (9)

The maximum queue size is min��	��
. Hence, the number of packets to be released at rate

�
��� �� is bounded by

�� � �min��	��� ����
� (10)

If the maximum queue length is less than the BDP, i.e. min��	�� � ���, the link will never

reach its pipeline capacity, and all LL packets are served with the rate �
; i.e.,

�� � �	 if �min��	�� � ����� (11)

Hence,

����� � 
min��	��� ����


	 (12)

where


��
 �

���
��
�	 � � �

�	 � � �
� (13)

When the transmission pipeline is underused, i.e. �	 � ���
, the packets in the queue can

be served continuously. Therefore, all �� � �� earlier packets arrive at sink almost at the same

time as the new packet, thereby constituting the same burst. Let � denote the maximum burst

length and assume that i) a burst length is uniformly distributed on the range [1, �] and ii) that

a reference packet is uniformly positioned in the burst. Then,

����� � ���� � ��� �
�

�

��
	��

�
�

�

	�
���

�
� ��� �
�� �



� (14)

Note that the main reason for burst arrival is in-order delivery policy: a link layer packet

arriving ‘earlier’ at the receiver must wait for the slower packets; therefore, TCP data packets

will arrive at the receiver in bursts. Consequently, TCP ACK packets are generated in bursts,

and so are TCP data packets.

To find �, consider two packets with transmission interval equal to one satellite round trip

time ��. The probability of receiving them out of order is represented by

P��� � �� � ��	 (15)
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where �� and �� are independent random variables with probability distribution function Eq.

(2). Thus,

P��� � �� � �� � P��� � �� � ��	 �	 
	 �	 �����

�
�
�
	��� �

	������ ���
�
�
	���	�
�� �

	������ ���

� ���

(16)

From the above, it follows that for any reasonable scenario (� � ����), the re-ordering prob-

ability is sufficiently small such that two packets with transmission interval longer than one

satellite round trip time �� is received in order with prob. approaching 1. The maximum number

of LL packets transmitted in duration �� is �
��. Furthermore, any burst can never be larger

than TCP window �
. As a result, the maximum burst length is given by min��	 ���	 ��
, i.e.,

� � min��	 ���	 ��
� (17)

For satellite links, typically min��	�	 ����
 �� �, leading to

����� �
�� �



�

min��	�	 ����
 � �



�

min��	�	 ����




� (18)

Insert Eq.(12) and (18) into Eq.(9) to get

������� �
�����

�
��� ��
�
�����

�

�


min��	��� ����



���� ��
�

min��	�	 ����


�
� (19)

Finally , we estimate the average TCP window transfer time������� by employing an upper-

bound.

������� � �� � ������� � �������

� �� �

min��	��� ����




���� ��
�

�


�
�

��
�� �

��ln�
�


�
� � �� (20)

�� � min��	�	 ����	 � �
�� �

ln�����
��

B. Congestion Analysis

In this section we will study the problem of buffer overflow at the intermediate node; we

ignore the terrestrial propagation delay (i.e. �� � �) at first so that packets from TCP source

arrive at the intermediate node instantaneously.
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We define the notations used in the following analysis.

�
����: Number of packets waiting for reordering in receive buffer at time �;

�� 	���: Number of packets in send buffer at time �;

������: Number of TCP ACK packets in flight at time �;

����: TCP congestion window size at time �;

Note that �
���� and ��	��� are link layer packets measured in units of TCP packet size. Obvi-

ously, overflow occurs when ��	��� � �.

Given any time ��, we have the associated variables as ��	����, �
�����, and �������. Within

����, ACK packets already in flight will all arrive at the sender. The copies of all packets

counted in �
����� will be cleared from the sender buffer. Packets arriving at the receiver during

the period from �� to �� � ��
�

still have their copies in the sender buffer, and will be counted in

�� 	��� �
��
�
�. As a result, ��	��� �

��
�
� � �
����� indicates the total number of unacknowledged

packets in flight, sender buffer and receiver buffer at time �� � ��
�

that must equal the congestion

window size, i.e.,

���� � ��	��� � �
����
��
�
�� (21)

Since ���� is a constant for the duration of a window transfer period, which is at least one E2E

RTT long (� �� � ��), it is reasonable to assume the same value of TCP window size at � and

� � ��
�

(the difference will be no more than 1 when TCP is in the congestion avoidance stage).

It implies that ��	��� reaches its local maximum when �
��� �
��
�
� reaches its local minimum.

Using ����
�	 and ����


� to denote the maximum queue length of the sender buffer and the minimum

queue length of the receiver buffer in the 
th TCP window transfer with size � ���, from Eq.(21)

we have

� ��� � �
���
�	 � �

���

�	 (22)

with

�
���
�	 � � and �

���

� � �� (23)

It is easily seen from Eq.(22) that buffer overflow will never happen if � ��� � �. Otherwise,

single or multiple losses may occur. We can model �� ���	 � � 
 � �� as a Markovian process
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with transition probability given as follows.
������
�����

 �� ��
�� � � � �	� ��� � �� � � �� � ��

 �� ��
�� � � � �	� ��� � �� �  ��
���

� � ���	� ��� � �� �� � ��

 �� ��
�� � 	
��
	� ��� � �� �  ��

���

� � �� � � �	� ��� � �� �� � ��

� (24)

The first two equations are for window increase (linear increase), and the third equation is for

window deflation (exponential decrease).

Accurate solution of the above Markovian process depends on the conditional probability

distribution of � ���

�, which is very difficult to solve. We thus approximate� ���


� with the following

distribution

 ��� �

���
��

�	 � � �

�	 else
	 (25)

which means the minimum queue length in receiver buffer is zero at every window transfer.

Consequently, Eq.(24) simplifies to���
��
 �� ��
�� � �� �	� ��� � �� � �	 �� � ��

 �� ��
�� � 	
�
	� ��� � �� � �	 �� � � � ��

� (26)

Only one packet is dropped at overflow when the maximum TCP window size is � � �. After

overflow, TCP window is reduced by half, thus the TCP window size oscillates between � � �

and �
�
�

. We use this simplification (Eq.(26)) to estimate the average throughput.

To find the maximum TCP window �
�	 and its transfer time taking terrestrial propagation

delay into consideration, we note that �
�	 � � � � � �; hence

min��	�
�		 ���� � min��	 ���� (27)

From Eq.(20), we have the average transfer time of the maximum window

�����
�	�� � �� � ��
 	 (28)

where


 �

���
��

�
��������

� �
�����

��ln�����
�

�� � �
�
	 �� � ����

�
����

� �
�����

��ln���
�
� � ��	 �� � ����

� (29)

To obtain the maximum window size for �� � �, we introduce a new concept - virtual transfer

time for any partial number of TCP packets within the window size, denoted as � ���� where � is
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the number of packets. Given the TCP window size � and the window transfer time ����, we

define � ���� as

� ���� � ����
�

�
� (30)

Let !��
�	� be the average throughput in the transfer period of the maximum TCP window.

The average virtual transfer time for � � � packets is given by

��� ��� � ��� �
� � �

�
�	������
�	��
�

� � �

!��
�	�
� (31)

By definition, we have

!��
�	� �
�
�	

�����
�	��
�

�
�	

�� � ��

�

� � �

�� � ��

� (32)

Intuitively, the throughput !��
�	� during the maximum window transfer should decrease as

the terrestrial RTT (��) increases, i.e., it is upper bounded by value at �� � �:

!��
�	� �
� � �

��

� (33)

Combining Eq.(31) � (33) results in

��
 � ��� ��� � ��� � �� � ��
 � (34)

For approximation, we choose the value �������
 as the estimate of the average virtual transfer

time ��� ��� � ���. Hence, the average throughput in the maximum TCP window transfer is

approximated by

!��
�	� �
� � �

��
�
� ��


	 (35)

Combining Eq.(28) and Eq. (35), we obtain

�
�	 � !��
�	������
�	�� � �� � ��
�� � ��

��
�
� ��


� �� � ��
�

� � "
	 (36)

where " is given by

" �
��


�� � ��

� (37)

The average throughput is computed as follows

! �
	
�
�
�	��
�	 � �������

������
�

�������
� (38)
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Defining # � �
���

, we present only the final results; for details please see Appendix B.

!

�
�

	
�
#����

�
�
�

�������
��

� ���ln�min��	 #����� � ��
���
�

� �	 � �ln�
���
	 (39)

where ��, ��, and �	 are given by

Case �# � � � "� �

������
�����

�� � �

�� � �

�	 � �
�
�� �

�
��

�
�
�#

Case �� � # � � � "� �

�������
������

�� � �� ��
��
�

�� � �� ��
��
��

� �
���
��

�	 � �# � � � ��
��
��

� ���
��
�

� ��
��
�

�ln� �������


� �
���

���

�

Case �# � �� �

�������
������

�� � �� "

�� � �
�
�� �

�
��

�
�
�#

�	 � � � ��
��
�

�ln� �����


� �
���

���

�

�

(40)

C. Numerical Results and Discussion

The ns2 simulator was used to obtain results to validate the model. A 1 Mbps satellite link

is assumed that drops TCP packets independently; the terrestrial bandwidth is set at 100 Mbps.

The TCP packet length is fixed at 500 bytes (4000 bits) and TCP receiver window size is set

large enough to eliminate its effect on throughput. We generate an i.i.d. lossy channel by using

Bernoulli random variable with the loss probability �. The packet loss rate used in simulation

ranges from 0.1 to 0.5, corresponding to [����, ����] in terms of BER (Bit Error Rate), i.e. BER

� �� ��� ��
�

���� .

We investigate the impact of �, �, ��, and �� on TCP throughput. For simplicity, we only

consider the case without segmentation (worst case scenario). A large variety of configurations

are used in order to validate the predicted value from Eq. (39); Figs. 6 - 9 show that our analysis

matches the simulation results well.

Fig.6 shows the effect of packet loss rate � for different satellite RTTs (i.e. 100ms, 250ms,

and 500ms). Figs. 7,8 demonstrate the effect of satellite round trip �� and terrestrial round
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trip time ��, respectively for � � ���	 ���. As we can see, increasing �� results in much faster

degradation of the throughput than increasing �� as can be anticipated since retransmissions

on the satellite portion are more costly. Fig.9 illustrates the effect of buffer size, showing a

logarithmic relation between throughput and buffer size. �� and �� are set equal to 100ms. for

two values � � ����	 ����.

IV. TCP SPLITTING

In this section, we will study the performance of TCP splitting. In TCP splitting, TCP source

is ‘spoofed’ by ACKs generated by intermediate node for packets that have not yet reached

the destination. These ACK packets carry the receiver window advertisement (RWA), which

indicates the remaining buffer size. Since TCP window size is limited by receiver window,

buffer overflow is effectively prevented. Assuming no other loss on the terrestrial portion, TCP

window evolution will be dominated by the remaining buffer space at the intermediate node.

Since the terrestrial bandwidth is much higher than the satellite bandwidth and TCP packets

arrive at the queue in bursts, it is reasonable to assume that � � ���� � ���� is the remaining

buffer size after the arrival of the burst, given the burst length ���� and queue length ���� at time

�, respectively. As a result, the minimum RWA carried by the ACK packets for that burst is

� � ����� ����, which will determine the TCP window size. Obviously, ���� satisfies

� � ���� � � � ����	 (41)

leading to

� � ���� � � � ����� �� (42)

By assuming an uniform distribution, we have

������� �
� � ����� �

�
� (43)

Averaging over time to yield the time-averaged mean TCP window size (denoted by �):

� �
� � � � �

�
	 (44)

where � is the average queue length. The average TCP traffic arrival rate at the buffer of inter-

mediate node is then well-approximated by

� �
�

��
�
� � � � �

���
� (45)
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On the satellite portion, fully reliable SR-ARQ at the link layer implies that each TCP packet

is retransmitted till success. Given the packet loss rate �, the average persistence time �� for a

packet on the satellite portion is given by

�� �
��

�� �
� (46)

Using Little’s theorem, we have

� � ���� (47)

Substituting Eq.(45),(46) into Eq.(47), we get

� �
� � � � �

���

��
�� �

� (48)

Thus, the average queue length is

� �
�� � ����

�� � ���� ����
�

���
�� � ���� ����

	 (49)

and

� �
���� ��

�� � ���� ����
� (50)

In steady state, the average TCP traffic arrival rate � at the buffer of intermediate node should

be equal to the average throughput !.

! � � �
���� ��

�� � ���� ����
� (51)

Normalized by the maximum throughput of ���� ��, Eq.(51) reduces to

!

���� ��
� min��	

#

�� � �$�
�	 �# �

�

���
	 $ �

��
������ ��

�� (52)

Fig.10 studies two scenarios with different satellite round trip time (0.01s and 0.5s) along with

analytical results from Eq.(52) that show a good match to simulation. The saturation throughput

is 0.9, which is also the maximum throughput at packet loss rate of 0.1. The results also imply

that maximum throughput is linearly related to buffer size.

Fig.11 shows the effect of packet loss rate on throughput. It is clearly shown that throughput

degrades with packet loss rate increasing. Furthermore, the throughput for longer satellite RTT

is more sensitive to packet loss rate.
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With Eq.(52) and Eq.(39), we can theoretically compare TCP splitting with E2E with LL SR-

ARQ in terms of throughput. Fig.12 compares results of two schemes at different $ which can

be interpreted as the average persistence time of a packet on the terrestrial portion (��) to that

on the satellite portion (������ ��). It is clearly seen that generally TCP splitting outperforms

E2E scheme. Nevertheless, at a very high ratio (say $ � ��) with very limited buffer size (say
�

�
��
� ��
), E2E scheme performs better than TCP splitting-the main reason being that in TCP

splitting, TCP window is always limited by the remaining buffer size at the intermediate node

(congestion node) due to RWA (receiver window advertisement) while E2E scheme has no such

problem, therefore the very limited buffer size of intermediate node has greater impact on TCP

splitting than E2E scheme; On the other hand, the main benefit of using TCP splitting compared

with E2E with LL SR-ARQ is that the added latency caused by retransmission on the satellite

portion has slight impact on the performance of the terrestrial portion. However this advantage

vanishes as the terrestrial portion becomes more and more dominant in the end-to-end delay (i.e.

$ increases).

V. MODEL EXTENSIONS AND DISCUSSIONS

A. Observations

The results developed above imply the following observations regarding TCP in terrestrial-

satellite hybrid networks.

i) In E2E with LL SR-ARQ support, “� � �� � "����” is necessary for achieving high end-

to-end TCP performance (see Fig.12). Generally, in a terrestrial-satellite hybrid network, the

end-to-end delay is dominated by the satellite portion (i.e. �� �� ��) and the satellite link has

large bandwidth-delay product (��� �� �), leading to " � �. Consequently, to achieve high

end-to-end TCP throughput by using link layer SR-ARQ to resist wireless loss, the buffer size

must satisfy

� � ����� (53)

ii) With �� �� �� and � � ����, the normalized throughput for E2E with LL SR-ARQ

given by Eq.(39) turns to

!�� �
	
�
���� ��

	
�
� � �����ln�����

�
� � �

�
��� ���

� (54)
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Assuming �ln�����
�

� � �
�
��� �� � �ln����� given a large enough ��� (say ln����� �� ln��

�
�),

Eq.(54) simplifies to

!�� �
�

� � �
	
�
��� ln������

��� ��� (55)

It is well known that in a lossless (wireline) link, the buffering required at the bottleneck link

must scale linearly with the bandwidth-delay product, while the key lesson from Eq.(55) is

that buffering required to hide the impact of link layer retransmission from TCP over a lossy

(wireless) link with LL SR-ARQ support must scale as “� ln�” where � denotes the bandwidth-

delay product.

iii) In TCP splitting, �� �� �� leads to $ � �, thus reducing Eq.(52) to

!

���� ��
� min��	

�

���
�	 (56)

which is exactly the throughput of SR-ARQ over a link with BDP of ��� and average packet

loss rate of �. Eq.(56) also implies that TCP splitting only requires a linearly increased buffering

with the bandwidth-delay product. This is the main reason why TCP splitting outperforms E2E

with LL SR-ARQ support.

B. Partially Reliable SR-ARQ due to Limited Retransmission Attempts

A main assumption in our model for E2E TCP with LL SR-ARQ support of fully reliable SR-

ARQ with unlimited retransmission attempts is now relaxed to partially reliable SR-ARQ with

large enough maximum retransmission number. As we see from Fig.13, sufficiently large maxi-

mum retransmission number leads to high throughput in general that remains almost unchanged

with further increase in the maximum retransmission number. Accordingly, our model of infinite

retransmissions (fully reliable SR-ARQ) provides a good approximation in such cases.

C. Correlated Fading Channel

In this section, we extend our model to include correlated fading. A widely accepted loss

model for correlated fading channels is two-state (i.e. good and bad ) Markov model. For sim-

plicity, we assume that the bit error rates in good(bad) states are ���� respectively, corresponding

to a simplified scenario that nevertheless suffices to expose the key issues. Since the duration of

each state is exponentially distributed, two parameters - mean duration of bad state and bad state
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time-sharing parameter (denoted as as % and & , respectively) can fully characterize a two-state

Markov model. The mean duration of good state is given by % ���
�

; accordingly, the fading rate

(denoted as ' ) can be defined as

' �
&

%
� (57)

We do not attempt a detailed model for analysis of the correlated channel and instead seek

a simpler one that captures the essential effects of correlated channel. Generally, the average

packet loss rate � increases with the fading speed [25]. Let �� be the persistence time of a packet

on satellite link layer, which is defined as the duration from beginning of LL packet transmission

to the arrival of LL ACK for the packet (�
��� �
��
���

, for i.i.d. channel). For the correlation

fading channel, we have

� � & and �
��� �
��

�� �
� (58)

For E2E TCP with link layer SR-ARQ support, the essential effect introduced by correlated

fading is on the total transmission delay ���� via the two components - �� and reordering delay

(denoted as ��). Intuitively, the correlation among in-flight packets should help to reduce the

reordering delay at receiver. Let us consider an extreme case where in-flight packets are either

all correctly received or all lost together, so that all packets are delivered in-order, leading to

zero reordering delay. A lower bound of �
����� can be derived as follows,

�
����� � �
��� � �
��� � �
��� �
��

�� �
�

��
��&

� (59)

Then, we can derive an upper bound of the normalized throughput by using Eq.(39) with � � �

and � � & . Similarly, we get an upper-bound for TCP splitting by using Eq.(52) with � � & .

Notice that the assumptions of no TCP timeouts is not valid for a correlated channel, therefore

the bound achieved from Eq.(39) is only an optimistic estimation of the real upper bound. The

detailed discussion of modeling TCP over a correlated channel is out of the scope of this paper.

Please refer to [21] for more details.

Fig.14 shows that TCP splitting is more robust to performance degradation caused by in-

creased fading rate than TCP over SR-ARQ. Note that for TCP over SR-ARQ, we also include

the analytical result based on i.i.d. channel model (i.e. � � ��� � ���ln���) with � � & . As

expected, it provides a good approximation to the lower bound of the performance. We note that

the accuracy of our analytical model can be improved by using a more precise value of average
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packet loss rate [25] instead of & . Also, a better result of�
��� derived with the Markov method

as in [26] may be helpful for further improvements.

D. Multiple Connections

Up to this point, attention was restricted to a single TCP connection as in [16]. When multiple

connections share the bottle-neck link, fair queuing and/or appropriate buffer management can

be used to provide isolation among different connections, as proposed in [27], [28]. Thus, given

the resources ( bandwidth and the buffer) allocated to TCP connection at the bottleneck, the

analytical approach presented here enables the estimation of achievable throughput. Even if a

simple FIFO buffer is used at the bottleneck without isolation, our model can still provide a

reasonable estimate of throughput.

We studied the following scenario - multiple TCP Reno connections with the same terrestrial

and satellite RTT sharing a common bottleneck that employs a simple FIFO queue. The results

for total throughput were obtained for both TCP over SR-ARQ and TCP Splitting, as shown in

Fig.15. The main observations are:

1) TCP over SR-ARQ: The aggregate throughput increases with the total number of connec-

tions due to the fewer the in-flight packets per connection. Since packets only from the same

connection require in-order delivery, the re-ordering delay at receiver is dramatically reduced.

Our model provides a conservative lower bound for the performance with multiple connections.

In a TCP over SR-ARQ system, the well known behaviour of synchronized TCP window

evolution for the case with multiple connections does not exist. As we have mentioned earlier,

due to the in-order delivery policy, a link layer packet arriving ’earlier’ at the receiver must

wait for the slower packets. Consequently, the ACK packets are generated in bursts, and so are

the TCP data packets. Therefore, the packets from a TCP connection tend to stay together as

a burst instead of sparsely interleave with packets from other TCP connections. When buffer

overflow occurs, the packets that will be discarded could be from only some of the active TCP

connections. Fig.16 shows the traces of TCP window variation for two TCP connections sharing

a satellite link, obtained from ns2 simulation. Clearly, at point � both TCP 1 and TCP 2 lost one

packet, while at point � all lost packets are from TCP 2.

2) TCP Splitting: The number of connections has much less effect on the total throughput

(see Fig.15b). Because, the reordering delay on the satellite link has little impact on TCP split-
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ting due to the separation. However, the total TCP window size of all connections is limited by

the buffer size through the advertised receive window. Therefore, the number of connections

cannot be too large as the TCP window size per connection decreases inversely. As is known,

TCP fast retransmission/recovery scheme is triggered by triple duplicate ACK packets, which

requires a TCP window of at least 4 packets. Let ( be the total number of connections, then we

must have
�

(
� 
� (60)

The total throughput for the case with � � �� and ( � �� is approximately zero in our

simulation, conforming with the above.

In summary, TCP Splitting does not scale well as the number of sharing connections increas-

ing. Furthermore, if using TCP over SR-ARQ, the system efficiency (e.g. total E2E throughput)

can be significantly improved by allowing more TCP connections. Therefore, although most

of current satellite gateway products are based on TCP splitting, the scheme of E2E TCP with

reliable link layer protocol (e.g. SR-ARQ) is still a good potential alternative for supporting

broadband satellite IP networks, especially in a large scale network.

VI. CONCLUSION

In this paper, we focused on the issue of performance modeling in terrestrial-satellite hybrid

network, where the propagation delay on the terrestrial or satellite portion must be considered.

Two prevailing proposals, E2E with link layer SR-ARQ support and TCP splitting, were studied

and compared. Closed-form solutions for TCP end-to-end throughput were derived. Simulation

results with a large variety of realistic parameter settings were used to prove the validity of the

analysis.

Single-connection performance comparison with TCP splitting to E2E with link layer SR-

ARQ support shows the preference of using TCP splitting in the environment with long satellite

round trip time (compared with terrestrial round trip time), which is the most case in a terrestrial-

satellite hybrid network. Nevertheless, with limited buffer and short satellite round trip time such

as in LEO systems (SRTT=10ms), the E2E scheme is preferred.

On the other hand, TCP splitting does not scale well as the number of sharing connections

increasing. Furthermore, the efficiency of TCP over SR-ARQ(e.g. total E2E throughput) can
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be significantly improved by allowing more TCP connections. Therefore, although most current

satellite gateway products are based on TCP splitting, E2E TCP with reliable link layer protocol

(e.g. SR-ARQ) is a good potential alternative for broadband satellite IP networks with many

users.
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APPENDIX

A. The Derivation of E� �����	� � )�

Eq.(3) gives the probability distribution function of total transmission time ����� under the

condition of ”� � )”. Thus we can compute the mean value of ����� as follows.

E� �����	� � )� � ���
����

��
���

���
��� ���� � ��� �������� �

� �� � ���
��

���

�
	
 )




�
�
 �

�� � ������������

�� ��
������� (61)

� ��
��

���

�
	
 )




�
�
 �

�� ��
�������� (62)

* , the maximum limit on retransmission of SR-ARQ must be �� � for achieving sufficiently

low residual loss rate as mentioned in Sec.II. Therefore, we have

�� � ��� � ��	 �* �� �	 
 � �	 � � � � ��� (63)

From Eq.(61) and (63), we conclude that the delay estimates for SR-ARQ between fully reliable

(* ��) and partially reliable (� �� * ��) case are negligible.

If ) equals 1, Eq.(62) simplifies to

�� �����	� � �� �
��

�� �
	 (64)

as expected.

We use �� to denote E� �����	� � )�; Eq.(62) can be re-written as

�� � ��
��

���

�
	
 )




�
�
 �

�� ��
������� � ��

��
���


�� ��� ���� �� (65)

It is clearly seen from Eq.(65) that �� is a monotonously increasing function of ) because

��� ��� � � for � � � � � and � � � (i.e. �+	 is a monotonously increasing function of � iff

� � + � �).

From Eq.(65), we can also get a closed-form approximation to Eq.(62) when ) is small.

�� � ��
��

���


�� ��� ���� � � ���� �
��

���


�� ���)����� � ���� �)
�

�� �
�� (66)
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The total number of packets in the link is (upper) bounded by the bandwidth-delay product

(BDP) of the link. Since satellite links have large bandwidth-delay product (BDP), using Eq.(66)

to approximate Eq.(62) will result in significant error. Hence we next present another closed-

form approximation with higher accuracy.

First, consider the increments ��� � ��
� � �� where

��� � ��
��

���


�� ��� ����
��� ��
��

���


�� ��� ����� � ��
��

���


��� �������� (67)

Eq.(67) shows that the increments ��� are monotonously decreasing function of ) (i.e. +	 is

a monotonously decreasing function of � iff � � + � �). By approximating the summation with

integration, Eq.(67) turns into

��� � ��

� �

�

��� �	���	��� � �

��
ln���

�
�

) � �
�� (68)

Thus

�� �
�

����) �
�
�

��
ln���

�
�

) � �
��) � �

��
ln���

ln�) � �� � �	 (69)

where � is a constant. Since �� �
��
���

, we have

��
�� �

� �
��

ln���
ln��� � �� (70)

Therefore,

� � ���
�

,-.����
�

�

�� �
� (71)

and finally,

�� � ���
�

,-.����
�

�

�� �
� ,-.��)���� �

��
�� �

��� �ln�
) � �

�
��	 �� �

�� �

ln�����
�� (72)
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B. The Derivation of !

The average throughput of E2E TCP with Link Layer SR-ARQ support is given as

! �
	
�
�
�	��
�	 � �������

������
�

�������
� (73)

Eq.(20) gives the value of �������, which has different forms for different parameter configu-

rations. We demonstrate the exact result for every case as follows.

Case I:� � ���

i. If � � � � ���, � � ��� 	min��	�� � �

and ���������� � �� �
��
�
� �����

������
� ��

���
��ln����
��� � ���

ii. If � � � � ���, � � ��� min��	�� � �

and ���������� � �� �
��
�
� �����

������
� ��

���
��ln����
��� � ���

iii. If � � ��� � �, � � � and ��	������� � �� �
�
��

� ��
���

��ln��
��� � ���

Case II:� � ���

i. If � � �, � � � and ���������� � �� �
�
��

� ��
���

��ln��
��� � ���

ii. If � � �, � � � and ���������� � �� �
�
��

� ��
���

��ln��
��� � ���

In the following, we first compute the denominator
�����

������
�

������� in Eq.(73) using the

above results of �������, then use Eq.(73) to calculate the average throughput.

Case I �� � ���� (i.e., # � �):

1) �
�	�� � ��� (i.e., # � � � "):
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Hence
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IEEE TON REVISED 03/2004



29

2) �
�	�� � ��� (i.e., # � � � "):
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Case II (� � ���) (i.e., # � �):
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Fig. 1. Network scenarios of a) TCP splitting and b) E2E with link layer support
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Fig. 2. System Model
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Fig. 3. Event sequencing of the last packet in a TCP window transfer
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Fig. 4. Anatomy of the Link Layer (LL) queuing process and transmission pipeline
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Fig. 5. Modeling LL SR-ARQ as a Multi-Server Queue
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Fig. 6. Throughput vs Packet Loss Rate (�� � �, analysis results from Eq.(39))
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Fig. 7. Effect of Satellite Round Trip Time �� (�=50 TCP packets, analysis results from Eq.(39))
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Fig. 8. Effect of Terrestrial Round Trip Time �� (�=50 TCP packets, analysis results from Eq.(39))
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Fig. 9. Effect of Buffer Size (analysis results from Eq.(39))
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Fig. 10. Effect of Buffer Size (analysis results from Eq.(52))

0.1 0.2 0.3 0.4 0.5 0.6
0.30

0.35

0.40

0.45

0.50

0.55

0.60

0.65

0.70

 Analysis
 SimulationT1=0.02s, T2=0.18s

T1=0.1s, T2=0.1s

B=40

T
hr

ou
gh

pu
t

p

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 11. Effect of Packet Loss Rate (analysis results from Eq.(52))
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Fig. 12. Normalized Throughput Comparison with TCP Splitting to E2E with LL SR-ARQ
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Fig. 13. Effect of Maximum Retransmission Number (analysis results from Eq.(39))
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Fig. 14. Effect of Correlated Fading Channel
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Fig. 15. Effect of Number of Connections
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Fig. 16. Tracing TCP Window Size for Two TCP Connections
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