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Abstract— Adaptive Physical Carrier Sensing(PCS) based on Fig. 2 is a 1-dimensional random network where each source-
tuning the PCS threshold has been shown to be an effective mech-destination pair has a fixed separationdof= 10m but the
anism for improving aggregate network throughput. However, - iniar.source distance is randomly chosen as i.i.d from U(1,10)

earlier work [3] assumed asingle link rate and a common PCS . . .
thresholdfor the entire network, as appropriate for a regular 2-D M- The network is configured such that all sources transmit

lattice grid of nodes with constant link (1-hop) distances. In arad- 10 their respective destination with a constant rate (among
hoc network topology, the 1-hop link distances vary significantly 6,12,24 or 48 Mbps) and the common PCS threshold shared

and a single PCS threshold is no longer suitable. Because IEEE py all nodes is tuned in each case for optimum aggregate 1-
802.11 alb/g networks providemultiple data ratesover any link, 55 throughput. The results underscore two key observations:

joint tuning of the link rate and PCS thresholds thus desirable for -
achieving optimal aggregate throughput for ad-hoc networks. In  ® The optimum PCS threshold (and consequently the aggregate

this work, we first propose a simple yet effective principle for the ~1-hop throughput) is indeed a function of the (common) rate;
above optimization. Next, we use the intuition offered by these e The choice of link rates is fundamental to optimizing the
formulations to suggestrun-time adaptive solutionsin OPNET  aggregate 1-hop throughput.
simulations. We .rlesm‘:t Ourse"’es to 1I'd'r.“e”ri';1°”f"" r"’l‘”tc.ionhnea(; In the above example, all source-destination distances were
3g?gﬂguﬁgmvai'hyg%gfifpggztgsrf';yfﬂfum' WS;E’.IUB.IOI’IS an identica!; in such topologies, a common PCS threshold is
appropriate. However, our work is mainly intended for ad-hoc
networks where the link (or 1-hop) distandeis a random
variable. In such cases, the average siganl to interference ratio
Physical Carrier Sensing(PCS) allows a wireless node 40 any receive node varies considerably across the network,
assess the state of (shared) channel before transmitting toared accordingly the link capacity. Thus, the optimal PCS
duce the probability of collision, i.e., PCS is a key PHY/MAGhreshold should also logically vary across the network as
attribute for management of mutual interference from simultgart of any overall strategy for interference management. This
neous co-channel transmissions in a mesh network. Each nedeild allow us to exploit the available degrees of freedom:
samples the energy level in the medium and initiates chanifferent link rates in conjunction with choice of PCS threshold
access only if the signal strength detected is below the physitaloptimize aggregate network throughput. However (as can
carrier sensing (PCS) threshold. Although many of todayfse expected), the above joint optimization is demonstrably
IEEE 802.11 [8] MAC implementation use a static PC8omplex and our goal in this work is to develop simple yet
threshold, prior research [1], [2], [3] indicates the benefits efffective heuristics for such optimization. In that spirit, we
a tunable PCS threshold. An optimal PCS threshold achievasestigate the utility of using a single PCS threshold for
a trade-off between the amount of spatial reuse and thk nodes in an ad-hoc network, while recognizing this is
probability of packet collisions, thereby improving the overaltlearly sub-optimal. Nonetheless, we demonstrate that tuning
network throughput. Zhu et al. [1] derive the optimal PC$e single PCS threshold in conjunction with appropriate rate
threshold that maximizes the aggregate one-hop throughpet choices provides significant throughput gains for ad-hoc
for a regular topology given a minimum required SNR; anetworks.
adaptive PCS threshold algorithm was suggested based offhere exists little prior guidance fojointly optimizing
periodic estimation of channel conditions and evaluated oraggregate system throughput for a (single channel) multi-rate
real test-bed in [2]. A novel analytical model was introducedetwork with respect to the PCS threshold and link rates
in [3] for determining the optimal carrier sensing range b the literature. Earlier link adaptation based approaches
minimizing the sum of the hidden terminal area and exposedch as Auto Rate Fallback (ARF) [5], OAR [6] and Onoe
terminal area. However, all the above have been limited 8] sought to improve the throughput of individual links
single ratenetworks; in this work, we focus on the impact ofaccording to dynamic channel conditions but did not consider
choice of PCS threshold imulti-rate networks. use of PCS threshold as a parameter for improving aggregate
We motivate the significance of this work by the initial simnetwork performance. Yang et al. [4] showed that for a higher
ulation experiment reported in Fig. 1. The network topology iRCS threshold and lower data rates, the MAC overhead can

I. INTRODUCTION



decrease and consequently the aggregate one-hop througbpuink rates is fundamental to the tradeoff between spatial
improves; however this work was limited to single rate neteuse and spectrum efficiency. Since the aggregate throughput
works. In summary, the benefits of multiple channel rates with the product of the number of concurrent transmission links
adaptive PCS threshold in a random network have not besmd the throughput per link, we would (ideally) like to maxi-

explored. mize both. However, these two are at odds, as can be under-
stood intuitively by the following simple argument: for a given
o __ Throughtput (CWmin=15 Retry Limit=7 d=10m y=2) _ link distance, choosing a higher link rate from the allowed
b set increases the interference range, i.e., it will cause more
I = aombee | simultaneous transmissions to interfere with the reference link,
7op 8 and in turn reduce aggregate throughput. Clearly, the balance

between promoting spectrum efficiency (higher individual link
rates) and spatial reuse (number of simultaneous transmissions
possible in a given network area) is governed via the resulting
interference generated; in our work, we propose to achieve
optimal interference management by tuning the CS range in
conjunction with the chosen link rates.

The paper is organized as follows. Section Il proposes the
simple link to link rates assignment principle based only on
T ST individual link distance. In Section Ill, an adaptive algorithm

Carrier Sensing Range (m) for run-time optimization of PCS and multiple data rates is

Fig. 1. Aggregate throughput of a linear network for path loss exponeR{Op,OSEd and evaluated. Flnally, we conclude the paper in
y=2 Section V.
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Il. PRINCIPLES OFRATE ALLOCATION ON INDIVIDUAL
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Sl M8 o.N... & T In this section, we investigate the problem of individual
s ] sz R} S3RZ 4 S99 S100 R99 RI00 ink rate assignments according to their distances in a multi
Inter-source Distance rate network. Our rate adaption principle is a link-distance

based rate assignment thegnders the interference range
Mdentical for all links This implies that rate assignment must
be coordinated at the network level.

Fig. 2. Topology of a linear random network when all links have the sa
length

Accordingly, we first investigate the problem imidividual
channel rate assignments to links according to their distanées
in a multi rate network. Motivated by the desire to exploit We assume that the;,i = 1,... K are the available link
the key result in [3], we propose a link-distance based ratgtes. For our analysis and simulations, we only permit
assignment thatenders the interference range for all linksto take values from6,12,24 and 48 Mbps, i.e. K = 4.

Rate Allocation on Individual Links

equal this in turn allows a single carrier sense range to bsmong the available rate s¢t,...,rx}, which is ordered
used for the whole network. While this is certainly not optimal, < ro < ... < rx without loss of generality, we choose a
in general (e.g. a different carrier sensefinterference ranggset{r;,,...,r;,, }(M <= K) in various examples, which

for each link is feasible), it affords simplerate assignment is orderedr;, < r;, < ... < r;,,. Note that IEEE 802.11a ac-
mechanism that nonetheless yields significant improvementtirally allows more rates, notabty; 9, 12, 18, 24, 36, 48 and54
aggregate network throughput compared to the baseline (sinlflbps; however each paft, 9), (12, 18), (24, 36) and (48, 54)
rate network) as will be supported by simulation evidence. Mbps use the same modulation scheme and have very similar
Needless to say, aggregate network throughput depemdte-range performance as can be verified by the OPNET [10]
on a multitude of factors: network topology (link distancesimulation results in Fig. 3 (the transmission power is 1 mW
and node density), link rates, contention window size, armhd~ = 2). The choice of the reduced 4-set results in some
the traffic patterns, all of which contribute to the aggregatainor loss in performance but also greatly reduces the search
interference environment at any node transceiver. Investigatiogmplexity of finding the jointly optimal CS range-rate set for
all the above is sufficiently complex to be beyond the scope afiy network.
this work; here we only focus on a subset (that in our opinion Let 3; represent the SINR (Signal to Interference and Noise
is sufficiently significant) of the above factors, namely thRatio) threshold required for adequate packet reception (i.e.
choice of carrier sensing range and data rate. We also restacteptable packet loss rate) for rate Then the interference
ourselves to 1-dimensional (dense) linear networks as it allovemgeR; (i) as an implicit function of the link rate; is given
underlying analysis in support of simulation results, and defby [3]
consideration of 2-D network topologies to future work. _
Given a discrete set of available link rates (e.g. in 802.11a Ri(i) = (ﬂi)% Ry (i) i 1)
[9], these are 6, 9, 12, 18, 24, 36, 48 and 54 Mbps), the choice ((Ryy(i)/d)Y — 1)7




Tranmission Range for Link Rates of IEEE 802.11a i.e. when all links share a common carrier sensing range.

* Transm‘lsslon Pox‘/ver: 1mW Path L;JSS Expohent: 2 ‘ - Li‘nk Rate é4Mbps . . . .
= Link Rate 45Mbps However, since the available link rates in IEEE 802.11 are
L T Link Rate 2awbps | discrete and limited, rendering the interference range for all
ol paliviiiee il links equal cannot be fulfilled exactly.
7 Link Rate 6Mbps As shown in Fig. 4, we will assign link rates to the individ-
= 1 ual links as follows: any generic link distandeés divided into
é M subrange$0 = Dyry1, Das], (Dar—1, Dy —2), -..(D2, D1],
"% I il which maps to one of thé/ available link ratesr;,,;j =
" \ | 1,...M. le, if d € [Dj;1,Dy], the corresponding rate;,
is selected. Note thab, is the longest possible link distance
st l 3\ ] in a network. In order to achieve Eq. (2), if suffices to let
E \4\\ D; << Ry (i;) by suitably choosing the transmission power.
% o o 1m0 o T Sso v w0 o @m0 aw’ 4w Further, ifd < R:-(i2) and Dy < d < D, we assignr;, to

Source-destination separation disntance (m)

that link instead of;, implying that the lower rate is preferred.
Fig. 3. Range-rate curves of IEEE 802.11a with OPNET simulation  1hUS, using Eq. (2) for the break-points

Rtr(iv)  Rtr(ima) Rtr(i2) Rtr(iz) Rr=Dj- le/ v for j=1,...M 3)
| | 4"‘ ,«"" J
' ,,,//’D.«Rt 0 : P which yields
j ri) B B B
. \’ “ “ “ - Dy:Ds:...: Dy = ﬁill/’y : ﬁizl/’y L ﬁiMl/’y (4)
TDMTDMJ - D2 T D1=dmax Consider an illustrative example fav/ = 4,y = 2 and
ae fiv liw: ... iy TilsTiss Tis» i, €Qual 106,12,24 an ps (which happen
Rate: [fiu [i 1> Tigs Tigs Tig [ t06,12,24 and48 Mb hich h

to bery, re,r3,r4) respectively, with maximum link distance
D; = 10m. The link distances are divided into four subranges
(0, D4], (D4, D3], (D3, D2] and (D, D] corresponding to the
four rates (48, 24, 12 and 6 Mbps) respectively. Givgn

ther;d s any "”tk distance,y is the path loss SxPonenty 5312, 7.5415, 15.0418, 215521 dBfrom Eq. (3) we can
an tr(Z) IS € transmission range corresponding to ral d D1 . 1)2 : D3 . D4 —1:0.7071 : 0.2982 - 01409’

r;. Here, the channel between any two nodes is assume rb% which Dy = 10m, Dy = 7.071m, Ds = 2.982m,D; —

_be identical and non—fad_mg. The mean received S|g_nal POWEY )9 1. With the transmission power set to a sufficiently high

is related to t'he. transmission power by a propagation POWEL (e (1 mW) such thaD; << R, (i;), the corresponding

law charactenghc. ) , . range-rate curvéswere found by OPNET simulation and
Eq. (1) provides _atheoretlc.al expression forR; (i) based ¢ ownin Fig. 3. The specific values f, (1), Ry (2),Rer(3)

on the amount of link margin available wheh < R;,.(i); and R.,(4) found were 304 m, 216 m, 90 m and 43 m

.., 'only a secqndary transmitter within a radlﬁs(i)'of' respectively and will be used in our simulation experiments
the intendedreceiverwill disrupt the reference transmissiony, gaction 11-A

(i.e. lead to loss of reference packet). kband r; fixed, it
can be shown by taking partial derivative of Eq. (1) with3. Benefits of Rate Diversity
Ry.-(i) that R;(¢) is monotonic decreasing, implying that

Fig. 4. Principles of rate allocation on individual links

increasingR;(¢) results in the link becoming less vulnerable  Link1 Link 2 Link 3 Link 99

to interference. Further, wheR,,.(i) >> d,i=1,...K, the ©— —»0—— —»0— —»0 ¢« « + ¢« « O— —»0O

RI(i) can be well-approximated by S1 S2(R1) S3(R2) S4(R3) S99(R98) S100(R99)
RI(i) ~ (/6'7,)% d (2) Fig. 5. Topology of a linear random network when links have variable lengths

The above condition is critical for high density ad-hoc 1) Simulation Set-upWe evaluated the rate allocation prin-
networks, since increased network capacity is directly relateghle in OPNET using the modified Physical Sensing Module
to the extent of spatial reuse (concurrent co-channel tragi] developed in [3] for a random linear network where the
missions). We will thus assume that this condition holds hjnk distance is randomly chosen from a uniform distribution
suitably choosing the transmission power. U(1,10)m, as shown in Fig. 5. Each transmitter sends saturated

We now propose the following principle for link rate astraffic to its right-hand neighbor. The reception sensitivity was
signment:the interference range for all link rates are equalset such that the reception range was 10 m; thus a receive
irrespective of link distance. Our earlier work for a single rateode can only receive packets up to a maximum distance of
network [3] showed that for a network with a common carriet0 m. Different PCS threshold will be used in the simulation
sensing range, the aggregate throughput is optimized whe The SNR thresholds are for 1500 Byte packets at 10% packet error rate
Res ~ Ry. Thus the aggregate one-hop throughput for g i Po " BEEGEES SF 20 e ¥ P '

multi-rate networ!( is also expec_ted to_ Improve S|gn|f|c§1nt_ly 2The transmission range is defined as the maximum source-destination sep-
compared to a single-rate baseline using the above principleion for 10% packet error rate (PER) relative to the maximum throughput.



Throughtput ((CWmin=256 Retry Limit=1 d-(1.10) channel interference, which is the primary focus of this work.

B i{ggg&gp We generated several topologies with the same distribution
L ] ps I . .
e /7‘ o glaowbpe for simulation; only the results from one topology are shown
4 % Snaeops since the results from all others were found to be nearly
wol - SaBEaEbDs identical.

2) Simulation ResultsFig. 6 shows the aggregate one-hop
. throughput in the linear network as a function of the carrier
sensing range which is defined later in Section IlI-B. By Eq.
i (1), the interference range corresponding to a separation of
10 m for 6 Mbps is 16.9 m. From the figure, we can see
that the 8 curves approach their respective throughput peak
A almost simultaneously at a carrier sensing range of 16 m, close
to the predicted. Also, we find that with our rate allocation
principle, the maximum aggregate one-hop throughput with
10 15 20 Carrierz‘SSensingg‘TR ety ” a5 all multiple rqte setsaxceed:'s_that of a baseline network where
only 6 Mbps is used. Specifically, using 6/12/24/48 Mbps can
Fig. 6. Throughput in a linear network as a function of the carrier sensirﬂ@crease the maximum aggregate one-hop throughput by 44%
range corresponding to a single rate (6 Mbps) network. In addition,
6/12/24/48 Mbps outperforms all other multi rate combinations
that include 6 Mbps, which implies that when the lowest link

to determine the optimal one-hop throughput for each rate sgite is fixed (6 Mbps in this case), usiaf available higher
For intuition, we will show the carrier sense ranges insteggdies yields improved throughput.

of PCS threshold in the results, which are equivalent to eachg) Discussion: Until now, we have shown via simulation
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other. that when the lowest rate;, in a network is fixed, using
Defn. I Carrier Sensing Range multiple rates based on our rate allocation principle can lead
The carrier sensing range.; is defined by to significantly improved throughput vis-a-vis single rate net-
Pres works. In addition, we have shown that when the lowest link
Yes = R (5) rate is fixed, usingll available higher rates yields improved

. . .. throughput. This greatly reduces the problem of choosing the
whe.reP ref 1S the power received at a refere_nge point in thSptimum rate-set (from among all combinations @fi2, 24
far_ﬂeld region _at d'Star,]i? from the trgnsmlttmg an_ter?na, and48 Mbps) to that of choosing thiewestrate, i.e, reduces
which can be given byfz2, where P, is the transmission search from2* to only 4 rate combinations (“6/12/24/48
power and), is the wavelength. Thust., is the distance Mbps”,“12/24/48 Mbps”,“24/48 Mbps” and “48 Mbps”). For
at which the received signal power equals a pre-set sensiifhvenience, we call the lowest rate in a rate-set tthe
threshold valuey.;. The implication is that only one amongminimum rate for the network.
all contending nodes within an area defined By, may  we have found (via analytical formulation and simulations
transmit, and the others defer transmission via the CSMfat could not be included here due to space limitations) that
mechanism in IEEE 802.11 DCF. Thus if a reference nogge optimal throughput is sensitive to the choice of the mini-
So is transmitting, concurrent transmissions can only originaigum rates; and the optimal minimum rate for a given network
from stations which lie outside a circle of radifis, centered yaries significantly based on the link distance distribution and
at So. _ _ the path loss exponent. For the same link distance distribution,
The lowest link rater;, in the network was set at 6 Mbps,yith increasing path loss exponent, optimal throughput is
used by the longest link. We searched exhaustively through adhieved for higher minimum rate. As a result, knowledge of
possible rate combination;,, ..., i, } and determined the the Jink distance distribution is needed for the minimum rate
best rate set subject to Eq. (3). selection. In general, the link distance distribution depends
The frequency band used was 5.18 GHz, the packet sig@ a multitude of factors including the node density, the
1500 bytes, the transmission power 1 mW, path loss exponginsmission powers and traffic patterns and routing protocols.
of 2 and the RTS/CTS mechanism was disabled. Each ani@( example, minimum hop routes will favor more longer
has a traffic source rate of 2000 packets/s to send to ifigwer rate) links. Assuming that the statistical characteristics
right hand neighbor. We set retry limit to 1 in order tqyf|ink distance distribution is stable and can be estimated from
disable the binary exponential backoff (BEB) mechanismetwork measurements, it becomes a key input to adaptive

because packet retransmissions with BEB is known to leggyorithms of the type described in Section Il for run-time
to unfairness among different transmitters with different errgfetwork optimization.

rates. Further, we increase the minimum contention window

value CWmin from the default value 15 in IEEE 802.11a !ll. ADAPTIVE PCSWITH MULTIPLE LINK RATES

to 256 to minimize collisions resulting from simultaneous Based on the principles enunciated, we next develop and
transmission. This configuration allows us to focus on thevaluate arun-time algorithm - Adaptive PCS with Multiple
effects of adaptive PCS with multiple rates in mitigating coRates (APMR) for joint optimization of PCS threshold and link



rates. This algorithm is the first of it's type and generalizes « §: PCS adaptation step

considerably that in [2] for single rate network. Besides e 7,uin, Ymaz: MiNimum, maximum PCS threshold
adaptively searching the optimal PCS threshold, APMR also|n the algorithm, the PCS threshold and the link subranges
allocates rates to individual links dynamically for optimizeqior rate allocation are updated after a perib@ndkT respec-
aggregate network performance (throughput) subject to magiirely. A central server collects PER and link distances of all
mum PER constraint on each link. links for processing and broadcasts the new system parameters

A. Algorithm for Adaptive PCS with Multiple Link Rates (O @ll stationsiy(i) , D1, Do, ..., Dar @nd i, 7y, ooy T

our PCS ad . i K . All stations measure the per-link PER (the ratio between
ur adaptation policy seeks to maximize ageregaig, nymper of received ACK and the number of transmitted
throughput while maintaining the PER in a target range

tPata packets withif) and their link distance periodically. The
balance the hidden and exposed terminals. The algorithm PMES.R%f the link witrz highest PER,, (i) will Ee used ir?/the
two phases: first, we determine the optimal minimum mte 5,6 jinear adaptation algorithm as that in [2] to determine

line. As we have pointed out earlier, the optimal minimum rat® o pcs threshold for the next period based on Ed. (6):
is impacted by the link distance distribution and the path loss P a- (6):

exponent. Of these, the path loss exponent can be assumed

fixed and known. Since our work is aimed at ad hoc mesh maz(Yes(i = 1) = 6, Ymin)  1f P (i) > Pmax
networks with little or no node mobility, we assume thafres (1) = mm@cs(z— 1) +0,Ymaz) P (i) < Pmin
the statistics of link distance distribution vary much slower Yes(i — 1) otherwise

than the characteristic time constants of the PCS threshold (6)

adaptation. Thus the minimum ratg, an input for our algo- | h€ rate allocation scheme updates use a larger péfiod
rithm adapts to changes in the link distance distribution. NextaS€d on the measured longest link distarcg;) using Eq.

we dynamically update the rate allocation to individual linkd)- This is appropriate because for any given set of subranges,
Since our rate allocation principle only requires knowledge §FVeral rounds of updates are needed to find the optimal PCS
thelongest currently activéink distance in the network (which threshold.

may change with time), our adaptive algorithm estimates this gyajuation of the Algorithm of APMR
and uses it to update the link subranges for rate allocation

periodically. _
oo /-\‘ggr‘eg‘ate‘l—‘ho? Throughput of Each Update Period
Pmax,Pmin Minimum Rate: I T ek Multiple Rate with PCS adaptation
1401 Das Single Rate with PCS adaptatio
i 1% 4| Baseine: Single Rate wiout PCS adaptato
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Fig. 7. Block diagram of run-time algorithm for joint optimization of PCS w0k
and multiple link rates
A schematic block diagram of the optimization algorithm #0510 15 20 25 % i oD 2o (S 70 75 80 85 90 95 100
APMR is shown in Fig. 7 and we define the following:
« 4 iteration index corresponding to PCS threshold updat- Fig. 8. Average throughput of each update period
ing period
« j: iteration index corresponding to Subrange updating 1) Simulation Set-upWe implemented APMR in OPNET
period to evaluate its performance. In the simulation, we are par-
e T: PCS threshold updating period ticularly interested in 1) whether APMR converges to the
o kT: Subrange updating period, whelkec N,k > 1 optimal operational point (optimal carrier sensing range for
e 7;,: The minimum rate the correct subrange division) and 2) what performance gain
e d,,(7): Thelongest link distancein the network within results compared to cases where no PCS adaption and/or no
jth subrange updating period rate adaptation is used. For the latter, we will compare the
e Dy, Do, ..., Dy subrange boundaries aggregate throughput of APMR with three other cases: (a)
o T, Tiys - Tiy, s the rates of each subrange Single Rate with PCS adaptation, (b) Multiple Rate without
e P, (i): The PER of the link witthighest PERwithin ith PCS adaptation and (c) Single Rate without PCS adaptation.
PCS threshold updating period Case (a) is the same as the PCS adaptation algorithm
o Dmin, Pmaz. 1argeted minimum, maximum PER proposed in [2]. For Case (b), PCS adaptation is disabled but

» 7.s(?): PCS threshold used aftéh PCS threshold updaterate adaptation is enabled. In the simulation of this case, we let



 Tracing Carrier Sensing Range of Each Update Period did not meet operational constraints, i.e., the PER of some link
is higher than 20%. Thus although the throughput of the dotted
part may be higher, we do not include them in the evaluation
of network throughput. Fig. 9 traces the changes of the carrier
sensing range in APMR and case (a).

We first note in Fig. 8 that the algorithm for Case (a) always
converges to the optimal operational point. As shown in Fig. 9,
the carrier sensing range is gradually increasing from 10m at
Os to 25.1m at 40s to decrease the PER of the worst link.
During [40s,100s], the carrier sensing range and aggregate
| throughput is stable.

L Second, APMR outperforms the other three cases greatly.
During [40s, 100s], compared with the baseline (no rate adap-
tation and no PCS adaptation), case (a) (with PCS adaptation
only) and case (b) (with rate adaptation only) improves the
throughput by 238% and 161% respectively. However, using
case (a) and (b) as reference, APMR further improves the
throughput by 17% and 52%, which confirms the importance
of joint optimizationof link rates and PCS for random net-

each link explore all possible link rates and use the highest i¥erks- In case (a) where all links work at the same link rate,
rate which can assure its PER is lower than 20%. So Case fp§OMmon carrier sensing range 25.1m is too conservative for
is very close to the underlying design idea of link adaptatiofiort links. But APMR can fully take advance of such capacity
based approaches such as Auto Rate Fallback (ARF) [5] dpgioint rate allocation and PCS threshold. If the proportion of

|
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Fig. 9. Tracing the carrier sensing range of each update period

should give performance similar to these approaches. ci

(c) does not use either PCS adaption and rate adaptation and

serves as the baseline to evaluate the performance of otheI
cases. i

The simulation was conducted for the same linear networ}
used in Section 1I-A shown in Fig. 5. In the network, th
link distance is randomly chosen from a uniform distributio
U(1,10) m. Each transmitter sends saturated traffic to
right-hand neighbor. We let the path loss exponent=
2 and with this path loss exponent, we find that for th
various link distance distributions, the optimal minimum rate
is always 12Mbps from simulations. So in this case we lefy
ri;, = 12Mbps in all simulations irrespective of link distance
distribution. We will defer the detailed discussion of the
selection for future work12Mbps is also used as the single ]
link rate in Case (a) and (c) for comparison. We Bet= 5s
and & = 5, thus for a simulation run of 100 second, thereS]
will be 20 PCS updating periods altogether. The receptioh
sensitivity was set te-66.8dbm such that the reception range
was 10 m; thus a receive node can only receive packets
up to a maximum distance of 10 m. In addition, we sefy
(p7r1,a$7pm1',n) = (02a01)1 0 = 1dB and (’Ymin,'Vmax) =
(—90dbm, —66.8dbm) for PCS adaptation. The initial PCS [®]
threshold is set t0/,,4.

Further, for case (b) and (c), where there is no PC#H]
adaptation, the PCS threshaojd, is set to -90 dBm (a typical
value of PCS threshold in today’s hardware) and used as the
baseline to evaluate the algorithm of Case (a) in [2]. Fol7]
transmission power of 1 mW, from Eq. (5), the correspondin
carrier sensing range is 146m. All other simulation parameters)
here are identical to those in Section II-A.

2) Simulation Results and Discussidrig. 8 shows average H%
throughput of each update period for APMR and all other three

g short links are higher, the throughput increase is greater.

IV. CONCLUSION

[, .
n this paper, we have proposed and verified a novel and
mple yet effective principle for the joint optimization of PCS
d multiple rates in ad-hoc networks. An adaptive algorithm
%or run-time optimization of PCS and multiple data rates is
Aiso proposed and evaluated. The results strongly underscore
fise improvements to the aggregate throughput via suitable rate
gllocation and adaptive tuning PCS threshold.

REFERENCES

J. Zhu, X. Guo, L. Lily Yang, W. Steven Conner, S. Roy, Mousumi
M. Hazra, “Adapting physical carrier sensing to maximize spatial
reuse in 802.11 mesh networks”, Wireless Communications and Mobile
Computing Volume 4, Issue 8, p 933-946, December 2004.

J. Zhu, B. Metzler, X. Guo amd Y. Liu,* Adaptive CSMA for Scalable
Network Capacity in High-Density WLAN: a Hardware Prototyping
Approach”, Proc. IEEE InfocomMar. 2005.

S. Roy, H. Ma, R. Vijaykumar and J. Zhu, “Optimizing 802.11
Wireless Mesh Networks Performance Using Physical Carrier
Sensing”, (submitted), 2006. [Technical report version available
at https://www.ee.washington.edu/techsite/papers/documents/UWEETR-
2006-0005.pdf]

X. Yang and N. H. Vaidya, “On the Physical Carrier Sense in Wireless
Ad Hoc Networks,”Proc. IEEE InfocomMar.2005, Miami, FL.

A. Kamerman and L. Montaban, “Wavelan-1I: A High-Performance
Wireless LAN for the Unlicensed Band@gll Systems Tech., Summer
1997.

B. Sadeghi, V. Kanodia, A. Sabharwal, and E. Knightly, “OAR: An
Opportunistic Auto-rate Media Access Protocol for Ad Hoc Networks,”
ACM/Kluwer Mobile Networks and Applications Journal (MONET):
Special Issue on Selected Papers from MobiCom 2002.

Madwifi Project, http://madwifi.sourceforge.net, September 2005.

] IEEE P802.11. Standard for Wireless LAN Medium Access Control

(MAC) and Physical Layer (PHY) Specifications, 1997.

IEEE P802.11a. Supplement to Standard IEEE 802.11, High speed
Physical Layer (PHY) extension in the 5GHz band, 1999.
http://www.opnet.com

H. Ma, E. Alotaibi and S. Roy, “Analysis and Simulation Model of Phys-
ical Carrier Sensing in IEEE 802.11 Mesh Networks”, OPNETWORK

cases. The dotted curves represent durations where the system?2006. Aug. 2006, Washington, DC



