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Abstract

In this paper, we focus on the performance of TCP enhancements for a hybrid terrestrial-

satellite network. While a large body of literature exists regarding modeling TCP performance for the

wired Internet, and recently over a single-hop wireless link, the literature is very sparse on TCP analysis

over a hybrid wired-wireless (multi-hop) path. We seek to make a contribution to this problem (where

the wireless segment is a satellite uplink) by deriving analytical estimates of TCP throughput for two

widely deployed approaches -TCP splittingandE2E(End-to-End) TCP with link layer supportas a

function of key parameters such as terrestrial/satellite propagation delay, segment loss rate and buffer

size. Our analysis is supported by simulations; throughputcomparisons indicate superiority of TCP

splitting over E2E scheme in most cases. However, in situations where end-to-end delay is dominated
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by terrestrial portion and buffering is very limited at intermediate node, E2E achieves higher throughput

than TCP splitting.

Keywords: satellite networks, TCP/IP, ARQ.
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ACK : Acknowledgement
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LEO : Low Earth Orbit

GEO : Geosynchronous Orbit

TCP : Transport Control Protocol

RLP : Radio Link Protocol

ARQ : Automatic Retransmission reQuest
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I. INTRODUCTION

The need forglobal broadband accessto the Internet for airborne/seaborne nodes with high

mobility has led to expansion of the terrestrial Internet backbone by incorporating satellite com-

munication links. Examples include proprietary networks by Teledesic, GlobalStar Inc. (and

others) to provision for new data services via terrestrial-satellite hybrid networks based on a

constellation of LEO satellites [1]. TCP which continues tobe the primary transport proto-

col, is well known to face new challenges in a satellite networking environment, including the

long propagation delay (e.g. one-way delay is10 ∼ 100 ms for LEO satellite and250 ms for

GEO satellite) and significant packet losses on the satellite link (e.g. for typical satellite links,

average BER ranges from10−5 to 10−8, and higher -10−2 to 10−6 - in land mobile satellite

channels [10]). [2] demonstrated significant performance degradation of TCP in a lossy net-

work with large bandwidth-delay product (BDP) (e.g. satellite) due to its limited loss-recovery

capability. Since TCP’s congestion control mechanism regards link layer losses (erroneously)

as indicative of congestion, it invokes unnecessary rate control leading to low bandwidth uti-

lization. Thus many enhancements have been proposed to improve TCP performance, which

can be conveniently classified into three broad categories -TCP Protocol Enhancements(e.g.

TCP-Peach [4][3], TCP-SACK [5], etc.),TCP Splitting(e.g. I-TCP [6], Skyx [7], etc. ) and

End-to-End(E2E) TCP with link layer support([9], [10], etc.). TCP Protocol Enhancements

preserve end-to-end semantics and do not require complicated configuration and control in the

core network; however its main drawback is the need to replace current TCP protocol stack im-

plementations at end-user devices with the new versions that can be cumbersome. On the other

hand, bothTCP SplittingandE2E TCP with link layer supportdo not require any modifications

in TCP protocol stack at the end-systems and have found wide acceptance by industry (e.g. Skyx

[7], Flash [8] etc.) in product deployment. Accordingly, inthis work we focus onanalysisof

TCP SplittingandE2E with link layer supportapproaches.

TCP splitting uses a performance enhancing proxy at the satellite channel access node that

divides the end-to-end TCP connection between a (terrestrial) source and (airborne) destina-

tion pair (see Fig. 1) into two (or possibly more) segments. On the satellite portion, advanced

schemes are employed to combat wireless channel losses - usually some combination of en-

hanced link layer ARQ/FEC approaches or specialized TCP versions(SACK, FACK, etc.). This
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results in improved throughput without costly upgrades to the TCP stacks at the end systems and

any system optimization to hide the impact of the link lossesis therefore local to the satellite

segment. Nevertheless, performance sensitivity issues arise due to the interaction among path

segments and different layers for any particular solution.For example, in TCP Splitting, the in-

termediate node (the spoofer) sends back aspoofingACK packet to the TCP sender immediately

upon receiving a TCP data packet instead of waiting for the ACK from the final TCP destina-

tion. [11] studied the performance of TCP spoofing by simulation and showed the problem of

data accumulating at the spoofer, potentially leading to anadditional bottleneck. We also note

that RFC 3135 [31] has identified many issues related to the TCP splitting approach, such as

robustness and security. One of the well known problems of TCP splitting is that by breaking

the end-to-end connection, a split TCP connection is no longer reliable or secure, and a failure of

the satellite ground station may cause the sender to believedata has been successfully received

when it has not.

The other alternative - E2E scheme with link layer support - makes packet loss completely

transparent to TCP layer by using reliable link layer protocol such as selective repeat ARQ on

the satellite portion. While this approach preserves original TCP end-to-end semantics and does

not suffer from the security weaknesses of TCP splitting, itdoes potentially contribute a new

problem - the interaction between TCP and link layer protocol, both of which offer reliable

data transfer. This may impact end-to-end performance significantly due to the possibility for

greater variability in (end-to-end) round trip time causedby link layer retransmissions. [20]

demonstrated through simulation that using selective-repeat ARQ at the link layer rather than

Stop-Wait or Go-Back-N, the problem of competitive retransmissions between TCP and link

layer is much less serious than previously reported.

The primary significance of our work isour contribution towards modelling of TCP perfor-

mancein the context of the relative lack of such (analytically inspired) results for hybrid net-

works. Of the few earlier studies, [12] investigated TCP/RLP performance with CDMA wireless

link; as FER (frame error rate) increases, it suggested increasing the number of retransmissions

at link layer to alleviate TCP throughput degradation. [13]and [14] considered the effect of

forward error correction (FEC), and [15] studied the interaction between TCP and ARQ as well.

However all of them relied primarily on simulation, and did not propose any substantive ana-
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lytical model. Some useful analytical models were proposedin [16] [17], but they focused on

the impact of burst errors in a fading channel while ignoringwireless propagation delay (and the

resulting interaction with TCP congestion control algorithm) which is not feasible for TCP-over-

satellite. [21] took segmentation at link layer into consideration and modelled TCP over ARQ

using a Markov method; however, the propagation delay at thelink layer was again neglected.

[18] evaluated performance of hybrid ARQ in LEO satellite networks, but did not study TCP

performance. [19] proposed an analytical model to evaluatethe performance of TCP over Go-

Back-N ARQ in UMTS environments. Although [19] took the wireless propagation delay into

consideration, Go-Back-N is less effective than selectiverepeat ARQ (see [20]), which limits

the application of the model proposed in [19].

In summary, there does not exist any reliable analytical estimate of TCP throughput for E2E

with LL SR-ARQ or TCP Splitting in a lossy hybrid network - ourwork provides the first

comprehensive analysis. Further, the analysis is validated by simulation with ns-2TM simulator.

Our main conclusions are that TCP splitting generally outperforms E2E scheme; however in

the case where the end-to-end delay is dominated by terrestrial portion (and not the satellite

link, such as in LEO network where the round trip time is 10ms)and buffer size is limited

at intermediate node, E2E scheme is preferred. The only metric investigated in this paper is

throughputanddelayperformance is not considered; this limits the utility of the analysis to data

services such as email and FTP that are not very delay sensitive.

The paper is organized as follows. In Section 2, we describe the terrestrial-satellite hybrid

satellite network scenario and introduce a theoretical system model as the basis of our analysis.

Throughput expressions for E2E with LL SR-ARQ and TCP splitting are obtained in Section 3

and Section 4, respectively supported by numerical resultsby way of model validation. Section

5 presents some observations based on our results as well as model extensions by consider-

ing more realistic factors, such as fading channel, limitedretransmission attempts and multiple

connections. Section 6 concludes the paper.

II. SYSTEM MODEL

Fig.1 shows a generic network model with terrestrial and satellite portions for both TCP split-

ting and E2E with link layer support. Generally, the bandwidth on the terrestrial portion is much

larger than on the satellite portion so that the intermediate node (gateway) is a congestion point.
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Therefore, provisioning of sufficient buffer space at the satellite gateway plays a key role in

influencing TCP performance. We assume a bent-pipe satellite model which can be regarded

as a lossy point-to-point link; thus no flow and congestion control is needed in principle on the

satellite portion and should be avoided for optimizing overall system efficiency.

In TCP splitting, a connection is divided into two separatedsub-connections at the intermedi-

ate node. A normal version of TCP (Reno) is used in the terrestrial portion while an improved

link-layer protocol (ARQ, FEC, etc.) or some advanced version of TCP (SACK, FACK, etc.) is

suggested for the satellite portion. In this paper, we assume a fully reliable selective repeat ARQ

over the satellite link, where a data packet is not cleared from the send buffer until the arrival of

corresponding acknowledgment.

A suitable reliable protocol (e.g. SR-ARQ) is used in the E2Escheme, but only at link layer.

Further, they are completely transparent to TCP layer so that TCP end-to-end semantics is un-

changed (see Fig.1). Note there exists a maximum limit on retransmission attempts at link layer

of a real system. As is well known, TCP throughput is sensitive to loss; therefore, the retrans-

mission limit should be sufficiently large to achieve very low residual segment loss rate. This

was confirmed in [19] which also concluded that the price for this reduced residual loss rate

is added latency; this was considered a worthwhile trade-off since without corrupted segments,

TCP window will not be backed off (reduced by half when “congestion” losses occurs) that typ-

ically leads to throughput degradation. For this reason, weassume fully reliable SR-ARQ at the

link layer.

Fig.2 shows a system model for our following theoretical analysis that defines the key system

parameters listed below.

B: Buffer size of intermediate node (in units of TCP segments);

T1: Round Trip Time (RTT) of terrestrial portion;

T2: RTT of satellite portion;

µ: Transmission rate of satellite portion (TCP segments per second);

p: TCP segment loss rate of the satellite link.

Note that the link capacity on the terrestrial part is not specified as it is assumed to be signifi-

cantly larger than the (average) wireless link capacity andits specific value does not impact our

analysis. The above model was also used in [22] for modellingTCP performance in a network
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with high bandwidth-delay product and random loss. However[22] did not consider any en-

hancements such as link layer SR-ARQ or TCP splitting and only used end-to-end RTT without

differentiating between the respective RTTs on the terrestrial and satellite segments. Intuitively,

since the random loss on the satellite channel will lead to retransmissions, RTT variation on the

satellite segment is expected to have a greater impact on theTCP throughput than that on the

terrestrial part.

Like earlier works [22] [16] [28], the model proposed in thispaper assumes a “constant”

terrestrial RTTT1, including all queuing, propagation and processing delaysin the paths con-

stituting the connection. The underlying basis for this assumption is that although the RTT in

the terrestrial segment is time-varying, the variations are slow compared to that in the satellite

portion - hence the quasi-static nature can be approximatedby its local mean value during a

simulation run (order of hundreds of seconds) without much impairment to the accuracy of the

analysis.

The satellite RTTT2 is also variable in principle;changing network topologyand routing

in MEO/LEO networks (it is, of course, constant in GEO networks) can lead to abrupt delay

variation1, which has a great impact on TCP transient performance - [29]provides a detailed

model for this scenario. However, as shown in [30], the mean time between such abrupt delay

changes can be several hundred seconds in (Teledesic) LEO satellite network, which is long

enough for TCP to enter steady state. In this work, we thus only consider TCP performance

during steady state where the satellite RTT may be reasonably modelled as constant.

III. END-TO-END TCP WITH L INK LAYER SR-ARQ SUPPORT

The key assumptions of our model for end-to-end TCP with linklayer SR-ARQ support are

described next.

1) It was concluded in [23] that any link layer protocol (e.g.SR-ARQ) in a wireless link

with large bandwidth-delay product can lead to significant reordering (out-of-order delivery) of

packets on the link, leading to duplicate acknowledgments by the TCP receiver, which causes

the sender to invoke fast retransmission and recovery. Thiscan potentially degrade throughput;

therefore in-order packet delivery is necessary for achieving high performance with TCP over
1The delay variation caused by satellite motion is slower relative to those caused by route changes.
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SR-ARQ in a terrestrial-satellite network, and a link layerbuffer is needed for reordering at the

receiver. We assume sufficiently large receive buffer to avoid any buffer overflow at receiver.

2) Wireless channel losses are modelled as independent and identically distributed (i.i.d),

which is reasonable for most fixed (static) satellite terminals. Even for a land mobile satellite

channel characterized by correlated packet losses, the correlation can be dramatically reduced

by using sufficient interleaving at physical layer. At any fading rate, results based on an i.i.d.loss

model capture trends of TCP performance that are similar to that for correlated loss models.

3) For i.i.d. channel models, E2E RTT variations caused by retransmission are statistically

independent; in such cases, the probability of unnecessarytimeout occurrence due to RTT vari-

ance is typically negligible with the current Retransmission TimeOut estimator (RTO =X +hY ,

whereX is an estimator of the current RTT,Y is a smoothed estimator of the mean deviation,

andh is the weight2 (currently set as 4).) in TCP protocol. Neglecting the impact of timeout

and considering only congestion losses, allows us to assumethat TCP remains in congestion

avoidance in steady state, thereby simplifying throughputestimation considerably.

4) We assume only standard ACK scheme (no delayed ACKs), i.e., one TCP ACK is generated

for each received TCP data packet and returned to TCP sender with no delay.

5) At link layer, retransmissions have higher priority thannew packet arrivals; the latter are

sent only when there are no retransmit packets in queue.

6) ACK/NAKs are used at link layer; for each received link layer packet, ACK is sent for

success and NAK for failure.

7) Both TCP ACK packets and link layer ACK/NAK packets are assumed to be error-free.

This is reasonable in most cases since their length is much smaller when compared with data

packets. Furthermore, they constitute control traffic withhigher priority so that more powerful

forward error correction (FEC) schemes should be used to protect them from losses.

8) Link Layer (LL) SR-ARQ is assumed fully reliable such thata LL data packet will not be

released until it is successfully acknowledged.

9) Saturation traffic is assumed such that the TCP source always has packets to send.

10) Compared with satellite RTT (SRTT), a packet transmission time 1
µ

is small enough to be

ignored.
2The larger the weighth, the higher RTT variance the RTO algorithm can tolerate.
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A. TCP Window Transfer Time

In the congestion avoidance phase, TCP window increases by one for successful ACK ofall

packets in current window. We define the duration between thearrival of ACK for the last packet

in the previous window and that for the ACK for the last packetin the current window as the TCP

window transfer time, denoted asτ(w) wherew is current window size. This can be described

as the sum of three components, i.e,

τ(w) = T1 + Q(w) + D(w), (1)

whereT1 is fixed terrestrial RTT,Q(w) is queuing delay, andD(w) is the total transmission

delay on the satellite portion. The total transmission delay for a packet is the duration from

beginning of first transmission attempt to the arrival of TCPACK for that packet. Fig.3 shows

the sequence of events in a TCP window transfer.

Characterizing the variablesQ(w) andD(w) via their pdf (probability density function) is

exceedingly complex; instead, we will attempt a mean-valueanalysis wherever possible (resort-

ing to conservative upper bounds at other times) that yieldssimpler closed-form relations and

consequent insight as to how end-to-system performance depends on key system parameters.

We assume that both Link Layer (LL) and TCP segments have fixedlengths, and each TCP

segment is segmented intoS LL packets. Ifn successive TCP segments await transmission,nS

LL packets reside in the buffer at the intermediate node after segmentation. A TCP segment is

assumed successful only upon receipt of the ACK for the last LL packet constituting the TCP

segment.

1) SR-ARQ Retransmission DelayD(w): The total transmission delayis the duration from

the beginning of transmission to the arrival of TCP ACK (corresponding to final LL ACK). For

in-order link layer delivery to upper layers, the delay in correctly receiving all the previously

sent LL packets must be considered. The probability mass function (pmf) of total transmission

delayd normalized byT2 for any reference packet on the satellite link with independent link

layer packet loss rater (= 1 − (1 − p)1/S) is given by the well-known geometric distribution

P(d/T2 = i) = r(i−1)(1 − r) → P(d = iT2) = r(i−1)(1 − r). (2)

Let d̃(k) denote the total transmission delay for in-order delivery given thatk LL packets with

sequence number lower than the reference packet are in flighton the satellite link when the first
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transmission starts. It follows that since the delay for each packet is i.i.d with pmf given by

Eq.(2), the distribution of̃d(k) is given by the pmf of themaximumof k i.i.d. geometric random

variables. Thus

P(d̃(k) = iT2) = [P(d ≤ iT2)]
k − [P(d ≤ (i − 1)T2)]

k

= [
i∑

j=1

P(d = jT2)]
k − [

i−1∑

j=1

P(d = jT2)]
k

= (1 − ri)k − (1 − r(i−1))k. (3)

The mean ofd̃(k) can be shown to be well approximated by (after some tedious steps given in

AppendixA)

Ek = E(d̃(k)) ≈
T2

1 − r
(1 + νln(

k + 1

2
)), ν = −

1 − r

ln r
(4)

For satellite links, typicallyk >> 1, leading to

Ek ≈
T2

1 − r
(1 + νln(

k

2
)). (5)

showing that E(d̃(k)) is a logarithmic function ofk.

Now clearlyk ≤ µ T2 (BDP of satellite link). Furthermore,k cannot exceed the buffer size

B, as a copy of each unacknowledged in-flight LL packet is required in the buffer. In addition,

the TCP window sizew controls the total number of in-flight TCP segments; as a result,

k ≤ min(B, w, µT2)S. (6)

From the above, the total transmission delay for a TCP segment D(w) is upperbounded by

D(w) ≤ d̃ (min(B, w, µT2)S). (7)

with high probability, sincẽd(k) is a monotonic function of its argument.

The mean delayD(w) is then bounded by

E(D(w)) ≤ E(d̃(min(B, w, µT2)S) ≈
T2

1 − r
(1 + νln(

min(B, w, µT2)S

2
)). (8)
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2) Modelling Queuing Delay:At the link layer, a TCP segment will be segmented intoS

LL packets, implying an effective LL transmission rate ofµS packets/sec. Next we consider

the queuing delay at the sender’s LL buffer (see Fig. 4) for anewTCP segment, defined as the

duration from arrival to the first transmission of a LL packet.

With assumptions5) ∼ 8), a reliable satellite LL SR-ARQ system can be described asa

transmission pipe with bandwidth delay productµT2S (see Fig.4). Since a transmitted LL packet

will be removed from the pipe only when it is successfully acknowledged, it can be modelled as

G/G/k multi-serverqueue where each of thek = µT2S servers serve one LL packet, as shown

in Fig.5. We introduce the following key notations:

q1(w) :The number of queued LL packets in buffer that will be served with the rateµS(1−r).

q2(w) :The number of queued LL packets in buffer that will be served with the rateµS.

q3(w) :The number of transmitted LL packets awaiting acknowledgement.

The service rate of queued LL packets depends on the current state of the pipeline and deter-

mines the queuing delay. If the pipeline is fully occupied, i.e.,q3(w) = µT2S, the rate of packet

removal from the system isµS(1 − r), incorporating the success probability of1 − r for any

transmission. If the pipeline is under-used, i.e.,q3(w) < µT2S, the new arrival can enter the

pipeline immediately so that the service rate is approximately3 µS.

The new TCP segment sees totalq1(w) + q2(w) + q3(w) packets in queue on arrival, among

which q1(w) + q2(w) packets are in the congestion window and must be served first before

transmission of any corresponding LL packets. The queuing delay is then given by

Q(w) =
q1(w)

µS(1 − r)
+

q2(w)

µS
. (9)

Since the maximum queue size is min(B, w)S, the number of packets to be released at rate

µS(1 − r) is bounded by

q1(w) ≤ (min(B, w) − µT2)S. (10)

If the maximum queue length is less than the BDP, i.e. min(B, w) < µT2, the pipeline does not

reach capacity and all LL packets are served with the rateµS; i.e.,

q1(w) = 0, if (min(B, w) < µT2). (11)
3More precisely, the input rate isµS only if the pipeline isempty, i.e.,q3(w) = 0, and should be in the range(µS(1−r), µS)

for 0 < q3(w) < µT2S. Here, we simply employ the upper-bound as an approximationwhich is reasonable when the packet

error rater is small.
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Hence,

E(q1(w)) ≤ [min(B, w) − µT2]
+S, (12)

where

[x]+ =





x, x > 0

0, x ≤ 0
. (13)

When the transmission pipeline is under-utilized, i.e.q3(w) < µT2S, the packets in the queue

can be served continuously. Therefore, allq1(w) + q2(w) packets in queue arrive at sink almost

at the same time as the new packet within the same burst. LetL(w) denote themaximumburst

length and assume that i) a burst length is uniformly distributed on the range [1,L(w)] and ii)

that a reference packet is uniformly positioned in the burst. Then,

E(q2(w)) ≤ E(q1(w) + q2(w)) =
1

L(w)

L(w)∑

x=1

(
1

x

x∑

i=1

(i − 1)) =
L(w) − 1

4
. (14)

Note that the main reason for burst arrival is the requirement for in-order delivery; a link

layer packet arriving ‘earlier’ at the receiver must wait for the slower packets. Over error free

links, TCP segments corresponding to a transmission windowarrive continuously at the receiver.

Continuous transmission of a TCP window is segmented by linklayer retransmissions due to

loss, since a TCP segment is only delivered (to the application) when all the link layer frames for

that TCP segment as well as previously sent packets (due to in-order delivery policy) are received

successfully. Once the retransmitted packet is received correctly, all subsequent successfully

received TCP segments are up delivered to the TCP receiver asa burst. Consequently, TCP

ACK packets are generated in bursts, and so are TCP data packets.

We estimate the maximum burst length in TCP segments, which is then scaled byS to obtain

the maximum LL burst lengthL(w). Consider two TCP segments sent with a separation interval

equal to one satellite RTTT2. Let x1 andx2 denote the random variable for their respective

transmission delays, each given by the maximum ofS (mutually indep.) i.i.d. geometric random

variable4 (Eq.(3)). The probability of receiving the two TCP segmentsout of order is therefore

P(x2 − x1 > 1)

= P(x2 − x1 = {2, 3, 4, ...})

4The transmission delay of a TCP segment is determined by the corresponding link layer packet with maximum delay.
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=
∞∑

x1=1

[((1 − rx1)S − (1 − rx1−1)S)
∞∑

x2=x1+2

((1 − rx2)S − (1 − rx2−1)S)]

=
∞∑

x1=1

[((1 − rx1)S − (1 − rx1−1)S)(1 − (1 − rx1+1)S)], (r = 1 − (1 − p)1/S) (15)

The function

f(S, x1) = ((1 − rx1)S − (1 − rx1−1)S)(1 − (1 − rx1+1)S), (x1 ≥ 1, S ≥ 1, r = 1 − (1 − p)1/S)

can be shown to be a monotonically decreasing function ofS for anyp < 0.5. Consequently,

Eq.(15) (=
∑

∞

x1=1 f(S, x1)) is also a monotonically decreasing function ofS. An intuitive expla-

nation is that largerS implies smaller link layer packet size for fixed TCP segment size, which

increases transmission reliability, therefore reducing the probability of out-of-order delivery.

If S = 1, Eq.(15) simplifies to

P(x2 − x1 > 1) |S=1

=
∞∑

x1=1

[((1 − px1) − (1 − px1−1))(1 − (1 − px1+1))]

=
∞∑

x1=1

[(px1−1 − px1)px1+1]

=
∞∑

x1=1

[(1 − p)p2x1 ]

= p2/(1 + p). (16)

which thus gives an upper-bound for casesS ≥ 1. In the following simulation, we only consider

the caseS = 1.

From the above, it follows that for any reasonable scenario (p ∼ 10−1), two packets sent with

separation interval longer than ONE satellite RTT are received out of order with sufficiently low

probability (∼ 1%). The out-of-order delivery probability, however, increases with segment loss

ratep, e.g., about 16.7% forp = 0.5. For such high loss rate, the transmission delayE(D(w))

will dominate in calculating the average TCP window transfer timeE(τ(w)), and therefore the

impact of underestimatingL(w) by assuming that any two TCP packets with the separation

longer than ONE satellite RTT will be received in order is small 5, especially whenµT2 >> 1,
5For example, ifµT2 = 10, p = 0.5, S = 1, and min(B, w) > 2µT2, we haveE(D(w)) = 4.32T2 us-

ing Eq.(8). Compared to using one satellite RTT, the difference in the queueing delay estimate with Eq.(19) by using

“L(w) = min(B, 2µT2, w)S” is 0.25T2 (≈ 6%E(D(w))), and the out-of-order delivery probability given byP (x2 − x1 >

2) |S=1= p3/(1 + p) ≈ 8%).
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which is usually true in broadband satellite networks.

The maximum number of LL packets transmitted in durationT2 is µST2. Furthermore, any

burst can never be larger than TCP windowwS. As a result, the maximum burst length is given

by min(B, µT2, w)S, i.e.,

L(w) = min(B, µT2, w)S. (17)

For satellite links, typically min(B, w, T2µ)S >> 1, leading to

E(q2(w)) ≤
L(w) − 1

4
=

min(B, w, T2µ)S − 1

4
≈

min(B, w, T2µ)S

4
. (18)

Insert Eq.(12) and (18) into Eq.(9) to get

E(Q(w)) =
E(q1(w))

µS(1 − r)
+

E(q2(w))

µS
≤

[min(B, w) − µT2]
+

µ(1 − r)
+

min(B, w, T2µ)

4µ
. (19)

Finally , we estimate the average TCP window transfer timeE(τ(w)) by the upper-bound

E(τ(w)) = T1 + E(Q(w)) + E(D(w))

≤ T1 +
[min(B, w) − µT2]

+

µ(1 − r)
+

θ

4µ
+

T2

1 − r
(νln(

θS

2
) + 1) (20)

(θ = min(B, w, µT2), ν =
1 − r

ln(1/r)
).

B. Congestion Analysis

In this section we study the problem of buffer overflow at the intermediate node; we ignore the

terrestrial propagation delay (i.e.T1 = 0) at first so that packets from TCP source arrive at the

intermediate node instantaneously. We define the notationsused in the following analysis.

bR(t): Number of packets waiting for reordering in receive bufferat timet;

bT (t): Number of packets in send buffer at timet;

w(t): TCP congestion window size at timet;

Note thatbR(t) andbT (t) are link layer packets measured in units of TCP segment size.Obvi-

ously, overflow occurs whenbT (t) > B.

For any timet0, ACK packets already in flight will arrive at the sender before t0 + T2

2
. Then,

copies of all packets counted inbR(t0) will be cleared from the send buffer. Packets arriving

at the receiver during this period(t0, t0 + T2

2
) still have their copies in the send buffer, and
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will be counted inbT (t0 + T2

2
). As a result,bT (t0 + T2

2
) + bR(t0) indicates the total number of

unacknowledged packets in flight, sender buffer and receiver buffer at timet0 + T2

2
that must

equal the congestion window size, i.e.,

w(t) = bT (t) + bR(t −
T2

2
). (21)

Sincew(t) is a constant for the duration of a window transfer period, which is at least one E2E

RTT long (> T1 + T2), it is reasonable to assume that the TCP window size att andt − T2

2
are

the same (the difference will be no more than 1 when TCP is in congestion avoidance stage). It

implies thatbT (t) reaches a local maximum whenbR(t − T2

2
) reaches a local minimum. Using

Φ(i) andΨ(i) to denote the maximum (minimum) queue length of the send(receive) buffer during

theith TCP window transfer with sizeW (i), we have from Eq.(21) that

W (i) = Φ(i) + Ψ(i), (22)

with

Φ(i) ≥ 0 and Ψ(i) ≥ 0. (23)

It is easily seen from Eq.(22) that buffer overflow will neverhappen ifW (i) ≤ B. Otherwise,

single or multiple losses may occur; letn denote the number of such losses. We can model

{W (i), 1 ≤ i ≤ ∞} as a Markovian process with transition probability given asfollows:





P{W (i+1) = x + 1|W (i) = x} = 1 (x ≤ B)

P{W (i+1) = x + 1|W (i) = x} = P{Ψ(i) ≥ x − B|W (i) = x} (x > B)

P{W (i+1) = x
2n |W

(i) = x} = P{Ψ(i) = x − B − n|W (i) = x} (x > B)

. (24)

The first two equations are for window increase (linear increase), and the third equation is for

window deflation (exponential decrease).

Accurate solution of the above Markovian process depends onthe conditional probability

distribution ofΨ(i), which is very difficult to solve. We thus approximateΨ(i) with the following

distribution

P{x} =






1, x = 0

0, else
, (25)
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which means the minimum queue length in receiver buffer is zero at every window transfer.

Consequently, Eq.(24) simplifies to





P{W (i+1) = x + 1|W (i) = x} = 1, (x ≤ B)

P{W (i+1) = x
2
|W (i) = x} = 1, (x = B + 1)

. (26)

Only one packet is dropped at overflow when the maximum TCP window size isB + 1. After

overflow, TCP window is reduced by half and the TCP window sizeoscillates betweenB + 1

and B+1
2

. We use this simplification (Eq.(26)) to estimate the average throughput.

To find the maximum TCP windowwmax and its transfer time taking terrestrial propagation

delay into consideration, we note thatwmax ≥ B + 1 > B; hence

min(B, wmax, µT2) = min(B, µT2) (27)

From Eq.(20), we have the average transfer time of the maximum window

E(τ(wmax)) = T1 + T2T , (28)

where

T =





B
µT2(1−r)

+ 1
(1−r)

(νln(µT2S
2

)) + 1
4
, (B > µT2)

B
4µT2

+ 1
(1−r)

(νln(BS
2

) + 1), (B ≤ µT2)
. (29)

To obtain the maximum window size forT1 > 0, we introduce a new concept - virtual transfer

time for any partial number of TCP segments within a window sizew , denoted asτ ′(x) where

x is the number of packets. Given the TCP window sizew and the window transfer timeτ(w),

we defineτ ′(x) as

τ ′(x) = τ(w)
x

w
. (30)

Let λ(wmax) be the average throughput in the transfer period of the maximum TCP window.

The average virtual transfer time forB + 1 packets is given by

E(τ ′(B + 1)) =
B + 1

wmax/E(τ(wmax))
=

B + 1

λ(wmax)
. (31)

By definition, we have

λ(wmax) =
wmax

E(τ(wmax))
=

wmax

T1 + T2T
≥

B + 1

T1 + T2T
. (32)
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Intuitively, the throughputλ(wmax) during the maximum window transfer should decrease as

the terrestrial RTT (T1) increases, i.e., it is upper bounded by value atT1 = 0:

λ(wmax) ≤
B + 1

T2T
. (33)

Combining Eq.(31)∼ (33) results in

T2T < E(τ ′(B + 1)) < T1 + T2T . (34)

For approximation, we choose the valueT1/2+T2T as the estimate of the average virtual transfer

time E(τ ′(B + 1)). Hence, the average throughput in the maximum TCP window transfer is

approximated by

λ(wmax) ≈
B + 1

T1

2
+ T2T

, (35)

Combining Eq.(28) and Eq. (35), we obtain

wmax = λ(wmax)E(τ(wmax)) = (B + 1)
T1 + T2T
T1

2
+ T2T

= (B + 1)
2

1 + ρ
, (36)

whereρ is defined as

ρ =
T2T

T1 + T2T
. (37)

Note thatρ ≤ 1; whenT2 >> T1 typically,ρ ≈ 1.

The average throughput is computed as follows

λ =
3
8
wmax(wmax + 2)

∑wmax

w= wmax
2

E(τ(w))
. (38)

Definingβ = B
µT2

, we present only the final results; for details please see AppendixB.

λ

µ
=

3
2
β( 1−r

1+ρ
)

T1(1−r)
T2

+ A1νln(min(1, β)µT2) + A2
1−r
4

+ A3 + νln(S/2)
, (39)
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whereA1, A2, andA3 are given by

Case(β ≥ 1 + ρ) :





A1 = 1

A2 = 1

A3 = (
1+ρ− 1

2
ρ2

1+ρ
)β

Case(1 < β < 1 + ρ) :





A1 = 2 − (1+ρ)
β

A2 = 2 − (1+ρ)
2β

− β
2(1+ρ)

A3 = 2β − 1 + (1+ρ)
2β

− β(1+ρ)
2

+ (1+ρ)
B

νln( (µT2−1)!

[ B
1+ρ

−1]!
)

Case(β ≤ 1) :






A1 = 1 − ρ

A2 = (
1+ρ− 1

2
ρ2

1+ρ
)β

A3 = 1 + (1+ρ)
B

νln( (B−1)!

[ B
1+ρ

−1]!
)

.

(40)

C. Numerical Results and Discussion

The ns2 simulator was used to obtain results to validate the model. A 1 Mbps satellite link is

assumed that drops TCP segments independently; the terrestrial bandwidth is set at 100 Mbps.

The TCP segment length is fixed at 500 bytes (4000 bits) and TCPreceiver window size is set

large enough to eliminate its effect on throughput. The linklayer packet length is also fixed at

500 bytes, leading toS = 1 andp = r. We generate an i.i.d. lossy channel by using Bernoulli

random variable with the loss probabilityp. The segment loss rate used in simulation ranges

from 0.1 to 0.5, corresponding to [10−5, 10−4] in terms of BER (Bit Error Rate), i.e. BER

= 1 − (1 − p)
1

4000 .

We investigate the impact ofB, p, T1, andT2 on TCP throughput. For simplicity, we only

consider the case without segmentation (worst case scenario). A large variety of configurations

are used in order to validate the predicted value from Eq. (39); Figs. 6 - 9 show that our analysis

matches the simulation results well.

Fig.6 shows the effect of segment loss ratep for different satellite RTTs (i.e. 100ms, 250ms,

and 500ms). Figs. 7,8 demonstrate the effect of satellite round trip T2 and terrestrial round

trip time T1, respectively forp = 0.1, 0.3. As we can see, increasingT2 results in much faster

degradation of the throughput than increasingT1 as can be anticipated since retransmissions
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on the satellite portion are more costly. Fig.9 illustratesthe effect of buffer size, showing a

logarithmicrelation between throughput and buffer size.T1 andT2 are set equal to 100ms. for

two valuesp = (0.1, 0.3).

IV. TCP SPLITTING

In this section, we will study the performance of TCP splitting. In TCP splitting, TCP source

is ‘spoofed’ by ACKs generated by intermediate node for packets that have not yet reached

the destination. These ACK packets carry the receiver window advertisement (RWA), which

indicates the remaining buffer size at the gateway TCP receiver. Note that in ‘normal’ TCP

operation, the sender’s rate is essentially determined by the congestion window (since receive

buffer is assumed to be large). However, in our case, buffer overflow at gateway receiver is

prevented by use of RWA which in turn controls the rate of the TCP sender. Assuming that the

terrestrial link is loss-free, TCP sender’s rate will be dominated by the remaining buffer space at

the receiver (although the sender’s congestion window willcontinue to grow beyond the RWA

value).

Letx(t) denote the number of packets sent by TCP sender in one terrestrial RTT (equivalently,

called the TCP window size in the round), wheret is the time when the burst arrives at the

gateway. Since the terrestrial bandwidth is much higher than the satellite bandwidth and TCP

segments arrive at the gateway in bursts, it is reasonable toassume thatB − q(t) − x(t) is the

remaining buffer size after the arrival of the burst, given the burst lengthx(t) and queue length

q(t) respectively. The RWA in the ACK for theith packet in the burst is set toB − q(t) − i

(1 ≤ i ≤ x(t)). As these ACKs are received by TCP sender, the TCP window sizedecreases

from B − q(t) − 1 to B − q(t) − x(t). Since the rate of ACK generation equals the rate of

transmission of TCP segments (as the terrestrial portion isassumed loss free), it follows that one

TCP segment is sent out per received ACK. The TCP sender stopstransmitting when the number

of TCP segments sent reaches the TCP window size which is determined by the current RWA.

As illustrated in Fig.10, the dashed-dotted line shows the RWA while the solid line indicates the

number of TCP segments sent as a function of in-burst ACK index6 that goes from 1 tox(t). It is

6The x-axis in Fig.10 may be interpreted as a time scale, i.e. the time TCP sender receives each of the in-burst ACKs;

therefore the slope of the solid line actually equals TCP transmission rate. After receiving allx(t) ACKs, TCP sender will

continue sending segments till reaching the latest TCP window sizeB − q(t) − x(t) if x(t) < 1
2
(B − q(t)).
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clearly seen from Fig.10 that the number of sent TCP segmentsfor the next burst after terrestrial

round trip timeT1 is given by

x(t + T1) =






B − q(t) − x(t), x(t) < 1
2
(B − q(t))

1
2
(B − q(t)), x(t) ≥ 1

2
(B − q(t))

. (41)

Average over time to yield the time-averaged burst arrival length:

x =
B − q

2
, (42)

whereq is the average queue length.

In the above, we have assumed that< x(t + T1) >=< x(t) >= x sinceT1 is much less than

the averaging interval7. The average TCP traffic arrival rate at the buffer of intermediate node is

then well-approximated by

ν =
x

T1

=
B − q

2T1

. (43)

On the satellite portion, fully reliable SR-ARQ at the link layer implies that each TCP segment

is retransmitted till success. Given the segment loss ratep, the average persistence timeTp for a

packet on the satellite portion is given by

Tp =
T2

1 − p
. (44)

Using Little’s theorem, we have

q = Tpν. (45)

Substituting Eq.(43),(44) into Eq.(45), we get

q =
B − q

2T1

T2

1 − p
. (46)

Thus, the average queue length is

q =
BT2

T2 + 2(1 − p)T1
, (47)

and

ν =
B(1 − p)

T2 + 2(1 − p)T1
. (48)

7< . > indicates the time averaging operation.
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In steady state, the average TCP traffic arrival rateν at the buffer of intermediate node should

be equal to the average throughputλ.

λ = ν =
B(1 − p)

T2 + 2(1 − p)T1
. (49)

Normalized by the maximum throughput ofµ(1 − p), Eq.(49) reduces to

λ

µ(1 − p)
= min(1,

β

(1 + 2α)
), (β =

B

µT2
, α =

T1

T2/(1 − p)
). (50)

Fig.11 studies two scenarios with different satellite round trip time (0.01s and 0.5s) along with

analytical results from Eq.(50) that show a good match to simulation. The saturation throughput

is 0.9, which is also the maximum throughput at segment loss rate of 0.1. The results also imply

that maximum throughput is linearly related to buffer size.

Fig.12 shows the effect of segment loss rate on throughput. It is clearly shown that throughput

degrades with segment loss rate increasing. Furthermore, the throughput for longer satellite RTT

is more sensitive to segment loss rate.

With Eq.(50) and Eq.(39), we can theoretically compare TCP splitting with E2E with LL SR-

ARQ in terms of throughput. Fig.13 compares results of two schemes at differentα which can

be interpreted as the average persistence time of a packet onthe terrestrial portion (T1) to that

on the satellite portion (T2/(1 − p)). It is clearly seen that generally TCP splitting outperforms

E2E scheme. Nevertheless, at a very high ratio (sayα = 10) with very limited buffer size (say
β

1+2α
< 0.4), E2E scheme performs better than TCP splitting-the main reason being that in TCP

splitting, TCP window is always limited by the remaining buffer size at the intermediate node

(congestion node) due to RWA (receiver window advertisement) while E2E scheme has no such

problem, therefore the very limited buffer size of intermediate node has greater impact on TCP

splitting than E2E scheme; On the other hand, the main benefitof using TCP splitting compared

with E2E with LL SR-ARQ is that the added latency caused by retransmission on the satellite

portion has slight impact on the performance of the terrestrial portion. However this advantage

vanishes as the terrestrial portion becomes more and more dominant in the end-to-end delay (i.e.

α increases).
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V. M ODEL EXTENSIONS AND DISCUSSIONS

A. Observations

The results obtained support the following summary observations regarding TCP in terrestrial-

satellite hybrid networks.

i) In E2E with LL SR-ARQ support, “B > (1 + ρ)µT2” is necessary for achieving high end-

to-end TCP performance (see Fig.13). Generally, in a terrestrial-satellite hybrid network, the

end-to-end delay is dominated by the satellite portion (i.e. T2 >> T1) and the satellite link has

large bandwidth-delay product (µT2 >> 1), leading toρ ≈ 1. Consequently, to achieve high

end-to-end TCP throughput by using link layer SR-ARQ to resist wireless loss, the buffer size

must satisfy

B > 2µT2, (51)

a very familiar result in the context of achieving high utilization with TCP.

ii) With T2 >> T1 andB > 2µT2, the normalized throughput for E2E with LL SR-ARQ

given by Eq.(39) is

λ/µ =
3
4
B(1 − p)

3
4
B + T2µ(νln(µT2S

2
) + 1

4
(1 − p))

. (52)

Assumingνln(µT2S
2

)+ 1
4
(1−p) ≈ νln(µT2) given a large enoughµT2 (i.e., ln(µT2) >> ln(S

2
)),

Eq.(52) simplifies to

λ/µ ≈
B

B + 4
3
ν[µT2 ln(µT2)]

(1 − p). (53)

It is well known that in a lossless (wireline) link, the buffering required at the bottleneck link

must scale linearly with the bandwidth-delay product, while the key lesson from Eq.(53) is

that buffering required to hide the impact of link layer retransmission from TCP over a lossy

(wireless) link with LL SR-ARQ support must scale as “x lnx” wherex denotes the bandwidth-

delay product.

iii) In TCP splitting,T2 >> T1 leads toα ≈ 0, thus reducing Eq.(50) to

λ

µ(1 − p)
≈ min(1,

B

µT2

), (54)

which is exactly the throughput of SR-ARQ over a link with BDPof µT2 and average segment

loss rate ofp. Eq.(54) also implies that TCP splitting only requires a linearly increased buffering

with the bandwidth-delay product. This is the main reason why TCP splitting outperforms E2E

with LL SR-ARQ support.

UW/EE Technical Report 2005



23

B. Partially Reliable SR-ARQ due to Limited RetransmissionAttempts

Our model for E2E TCP with LL SR-ARQ support assumedfully reliable SR-ARQ with un-

limited retransmission attempts; this is now relaxed to partially reliable SR-ARQ withfixed

maximum retransmission number. As we see from Fig.14, sufficiently large maximum retrans-

mission number leads to high throughput in general that remains almost unchanged with further

increase in the maximum retransmission number. Accordingly, our model of infinite retransmis-

sions (fully reliable SR-ARQ) provides a good approximation in such cases.

C. Correlated Fading Channel

We next extend our model to include correlated fading. A widely accepted loss model for

correlated fading channels is two-state (i.e.good and bad ) Markov model. For simplicity,

we assume that the bit error rates in good(bad) states are0(1) respectively, corresponding to

a simplified scenario that nevertheless suffices to expose the key issues. Since the duration of

each state is exponentially distributed, two parameters - mean duration of bad state and bad state

time-sharing parameter (denoted as asm andX, respectively) can fully characterize a two-state

Markov model. The mean duration of good state is given bym1−X
X

; accordingly, the fading rate

(denoted asf ) can be defined as

f =
X

m
. (55)

We do not attempt a detailed model for analysis of the correlated channel and instead seek

a simpler one that captures the essential effects. Generally, the average segment loss ratep

increases with the fading speed [24]. LetTp be the persistence time of a packet on satellite link

layer, which is defined as the duration from beginning of LL packet transmission to the arrival

of LL ACK for the packet (E[Tp] = T2

1−p
, for i.i.d. channel). For the correlated fading channel,

we have

p > X andE[Tp] >
T2

1 − p
. (56)

For E2E TCP with link layer SR-ARQ support, the essential effect introduced by correlated

fading is on the total transmission delayD(w) via the two components -Tp and reordering

delay (denoted asTr). Intuitively, the correlation among in-flight packets should help reduce the

reordering delay at receiver. Let us consider an extreme case where in-flight packets are either
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all correctly received or lost; in either case, all packets are delivered in-order leading to zero

reordering delay. A lower bound ofE[D(w)] then follows

E[D(w)] = E[Tp] + E[Tr] > E[Tp] >
T2

1 − p
>

T2

1 − X
. (57)

Then, we can derive upper bounds for the normalized throughput in E2E by using Eq.(39) with

ν = 0 andp = X and similarly, one for TCP splitting by using Eq.(50) withp = X. Note

however that the assumptions of no TCP timeouts is no longer valid for a correlated channel,

therefore the upper bound from Eq.(39) is only an optimistic. The detailed discussion of mod-

eling TCP over a correlated channel is out of the scope of thispaper; see [21] for a detailed

analytical model.

Fig.15 shows that TCP splitting is more robust to performance degradation caused by in-

creased fading rate than TCP over SR-ARQ. Note that for TCP over SR-ARQ, we also include

the analytical result based on i.i.d. channel model (i.e.ν = −(1 − p)/ln(p)) with p = X. As

expected, it provides a good approximation to the lower bound. We note that the accuracy of our

analytical model can be improved by using a more precise value of average segment loss rate

[24] instead ofX. Also, a more accurateE[Tp] derived from a Markov analysis as in [25] may

be helpful for further improvements.

D. Multiple Connections

Up to this point, attention was restricted to a single TCP connection as in [16]. When multiple

connections share the bottle-neck link, fair queuing and/or appropriate buffer management can

be used to provide isolation among different connections, as proposed in [26], [27]. Thus, given

the resources (bandwidth and the buffer size) allocated to various TCP flows at the bottleneck,

the analytical approach presented here enables the estimation of achievable throughput. Even if

a simple FIFO buffer is used at the bottleneck without isolation, our model can still provide a

reasonable estimate of throughput.

We studied the following scenario - multiple TCPRenoconnections with the same terrestrial

and satellite paths sharing a common bottleneck with a simple FIFO queue. The results for total

throughput were obtained for bothTCP over SR-ARQandTCP Splitting, as shown in Fig.16.

The main observations are:
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1) TCP over SR-ARQ:The aggregate throughput increases with the total number ofconnec-

tions due to fewer in-flight packets per connection. Since only packets from the same connection

require in-order delivery, the re-ordering delay at receiver is dramatically reduced. Our model

provides a conservative lower bound for the performance with multiple connections.

In a TCP over SR-ARQ system, the well known behaviour of synchronized TCP window

evolution for the case with multiple connections does not exist. As we have mentioned earlier,

due to the in-order delivery policy, a link layer packet arriving ’earlier’ at the receiver must wait

for the slower packets. Consequently, the ACK packets are generated in bursts, and so are the

TCP data packets. Therefore, the packets from a TCP connection tend to stay together as a burst

instead of being interleaved with packets from other TCP connections. When buffer overflow

occurs, the discarded packets thus may come from onlysomeof the active TCP connections.

Fig.17 shows the traces of TCP window variation for two TCP connections sharing a satellite

link, obtained from ns2 simulation. Clearly, at pointA both TCP 1 and TCP 2 lost one packet

each, while at pointB all lost packets are from TCP 2.

2) TCP Splitting: The number of connections has much less effect on the total throughput

(see Fig.16b) since the reordering delay on the satellite link has little impact on TCP splitting

due to the separation. However, the total TCP window size of all connections is now limited by

theadvertised receive windowand hence the number of connections cannot be too large. As is

known, TCP fast retransmission/recovery scheme is triggered by triple duplicate ACK packets,

which requires a TCP window of at least 4 packets. LetN be the total number of connections,

then we must have
B

N
≥ 4. (58)

The total throughput for the case withB = 30 and N = 10 is approximately zero in our

simulation, conforming with the above.

In summary, TCP Splitting does not scale well as the number ofsharing connections in-

creasing. Furthermore, for E2E TCP over SR-ARQ, the system efficiency can be significantly

improved by allowing more TCP connections. Therefore, although most of current satellite

gateway products are based on TCP splitting, E2E TCP with reliable link layer protocol (e.g.

SR-ARQ) is a potential alternative in a large scale broadband satellite IP network.
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VI. CONCLUSION

In this paper, we focused on TCP performance modeling in terrestrial-satellite hybrid net-

work, where the propagation delay on the terrestrial or satellite portion must be considered. Two

prevailing approaches: E2E TCP with link layer SR-ARQ support and TCP splitting, were stud-

ied and compared. Analytical estimates for TCP throughput were derived. Simulation results

with a large variety of realistic parameter settings were used to prove the validity of the analysis.

For a single connection, our performance comparison establishes the case for using TCP split-

ting vis-a-vis E2E TCP with link layer support in a long satellite round trip time (compared with

terrestrial round trip time) environment. Nevertheless, with limited buffer and short satellite

round trip time such as in LEO systems (SRTT=10ms), the E2E scheme is preferred.

On the other hand, TCP splitting does not scale well as the number of TCP flows are in-

creased. Furthermore, the efficiency of TCP over SR-ARQ(e.g. total E2E throughput) can be

significantly improved by allowing more TCP connections andmust be carefully considered for

future broadband satellite IP networks that must serve manyusers.
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APPENDIX

A. The Derivation of E(d̃(k)|k = K)

Eq.(3) gives the probability distribution function of total transmission timed̃(k) under the

condition of “k = K”. Thus we can compute the mean value ofd̃(k) as follows.

E(d̃(k)|k = K) = lim
J−>∞

J∑

j=1

jT2[(1 − rj)K − (1 − r(j−1))K ]

= T2 − T2(
K∑

i=1




K

i


 (

ri − limJ−>∞(riJ)

1 − ri
)(−1)i) (59)

= T2

K∑

i=1




K

i




1

1 − ri
(−1)i−1. (60)

J , the maximum limit on retransmission of SR-ARQ must be>> 1 for achieving sufficiently

low residual loss rate as mentioned in Sec.II. Therefore, wehave

ri − riJ ≈ ri, (J >> 1, i ≥ 1, 0 < r < 1). (61)

From Eq.(59) and (61), we conclude that the delay estimates for SR-ARQ between fully reliable

(J = ∞) and partially reliable (1 << J < ∞) case are negligible.

Note that forK = 1, Eq.(60) simplifies to

E(d̃(k)|k = 1) =
T2

1 − r
, (62)

as expected.

We useEK to denote E(d̃(k)|k = K); Eq.(60) can be re-written as

EK = T2

K∑

i=1




K

i




1

1 − ri
(−1)i−1 = T2

∞∑

j=0

[1 − (1 − rj)K ]. (63)

It is clearly seen from Eq.(63) thatEK is a monotonously increasing function ofK because

(1 − rj) < 1 for 0 < r < 1 andj > 0 (i.e. −ax is a monotonously increasing function ofx iff

0 < a < 1).

From Eq.(63), we can also get a closed-form approximation toEq.(60) whenK is small.

EK = T2

∞∑

j=0

[1 − (1 − rj)K ] ≈ T2(1 +
∞∑

j=1

[1 − (1 − Krj)]) = T2(1 + K
r

1 − r
). (64)
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The total number of packets in the link is (upper) bounded by the bandwidth-delay product

(BDP) of the link. Since satellite links have large bandwidth-delay product (BDP), using Eq.(64)

to approximate Eq.(60) will result in significant error. Hence we next present another closed-

form approximation with higher accuracy.

First, consider the increments∆EK = EK+1 − EK where

∆EK = T2

∞∑

j=0

[1 − (1 − rj)K+1] − T2

∞∑

j=0

[1 − (1 − rj)K ] = T2

∞∑

j=0

[(1 − rj)Krj]. (65)

Eq.(65) shows that the increments∆EK are monotonously decreasing function ofK (i.e. ax is

a monotonously decreasing function ofx iff 0 < a < 1). By approximating the summation with

integration, Eq.(65) turns into

∆EK ≈ T2

∫
∞

0
[(1 − rx)Krx]dx = −

T2

ln(r)
(

1

K + 1
). (66)

Thus

EK ≈
∫

∆EKdK =
∫
−

T2

ln(r)
(

1

K + 1
)dK = −

T2

ln(r)
ln(K + 1) + C, (67)

whereC is a constant. SinceE1 = T2

1−r
, we have

T2

1 − r
= −

T2

ln(r)
ln(2) + C. (68)

Therefore,

C = T2(
1

log2(r)
+

1

1 − r
) (69)

and finally,

EK ≈ T2(
1

log2(r)
+

1

1 − r
− logr(K + 1)) =

T2

1 − r
(1+ νln(

K + 1

2
)), (ν =

1 − r

ln(1/r)
). (70)
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B. The Derivation ofλ

The average throughput of E2E TCP with Link Layer SR-ARQ support is given as

λ =
3
8
wmax(wmax + 2)

∑wmax

w= wmax
2

E(τ(w))
. (71)

Eq.(20) gives the value ofE(τ(w)), which has different forms for different parameter configu-

rations. We demonstrate the exact result for every case as follows.

Case I:B ≥ µT2

i. B ≥ w ≥ µT2

θ = µT2 , min(B, w) = w, andE(1)(τ(w)) = T1+
T2

4
+ w−µT2

µ(1−r)
+ T2

1−r
(νln(µT2S/2)+1).

ii. w ≥ B ≥ µT2

θ = µT2 , min(B, w) = B, andE(2)(τ(w)) = T1+
T2

4
+ B−µT2

µ(1−r)
+ T2

1−r
(νln(µT2S/2)+1).

iii. B ≥ µT2 ≥ w

θ = w andE(3)(τ(w)) = T1 + w
4µ

+ T2

1−r
(νln(wS/2) + 1).

Case II:B ≤ µT2

i. B ≤ w

θ = B andE(4)(τ(w)) = T1 + B
4µ

+ T2

1−r
(νln(BS/2) + 1).

ii. B > w

θ = w andE(5)(τ(w)) = T1 + w
4µ

+ T2

1−r
(νln(wS/2) + 1).

In the following, we first compute the denominator
∑wmax

w= wmax
2

E(τ(w)) in Eq.(71) using the

above results ofE(τ(w)), then use Eq.(71) to calculate the average throughput.

Case I:B > µT2 (i.e.,β > 1)

1) wmax/2 ≥ µT2 (i.e.,β ≥ 1 + ρ):

wmax∑

w= wmax
2

E(τ(w)) =
B∑

w= wmax
2

E(1)(τ(w)) +
wmax∑

w=B+1

E(2)(τ(w))

= (
wmax

2
+ 1)(T1 + T2T ) − (

ρ

1 + ρ
)2 (B + 1)2

2µ(1 − r)
. (72)

Hence

λ =
3
4
wmax(

wmax

2
+ 1)

(wmax

2
+ 1)(T1 + T2T ) − ( ρ

1+ρ
)2 (B+1)2

2µ(1−r)
)
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≈
3
2

(B+1)
1+ρ

(1 − r)

T1(1 − r) + B
µ

+ T2

4
(1 − r) + T2(νln(µT2S

2
)) −

( ρ
1+ρ

)2
(B+1)2

2µ
B+1
1+ρ

+1

=
3
2

B
T2

( 1−r
1+ρ

)

T1(1−r)
T2

+ T2νln(µT2S
2

) + (1−r)
4

(
1+ρ− 1

2
ρ2

1+ρ
)B

µ

.

(73)

2) wmax/2 ≤ µT2 (i.e.,β ≤ 1 + ρ):

wmax∑

w=
wmax

2

E(τ(w)) =

µT2−1∑

w=
wmax

2

E(3)(τ(w)) +

B∑

w=µT2

E(1)(τ(w)) +

wmax∑

w=B+1

E(2)(τ(w))

=

µT2−1∑

w=
wmax

2

(T1 +
w

4µ
+

T2

1 − r
(νln(wS/2) + 1)) + (wmax − µT2 + 1)(T1 + T2T ) −

(B − µT2 + 1)(B − µT2)

2µ(1 − r)

≈ (
wmax

2
+ 1)(T1 +

T2

1 − r
(1 + νln(S/2))) +

T2

1 − r
(νln(

(µT2 − 1)!

[ wmax

2
− 1]!

) + (2
B

1 + ρ
− µT2)(νln(µT2) +

1 − r

4
+

B − µT2

µT2
))

+(
wmax

2
+ 1)(

(1+ρ)(µT2)2

B
−

B
(1+ρ)

8µ
+

(2µT2 −
(µT2)2

B
− B)(1 + ρ)

2µ(1 − r)
).

(74)

Let 



X1 = 2 − (1+ρ)
β

X2 = 2 − (1+ρ)
2β

− β
2(1+ρ)

X3 = 2β − 1 + (1+ρ)
2β

− β(1+ρ)
2

+ (1+ρ)
B

νln( (µT2−1)!

[ B
1+ρ

−1]!
)

(75)

Hence

λ =
3
2

B
T2

( 1−r
1+ρ

)
T1(1−r)

T2
+ X1νln(µT2) + X2

1−r
4

+ X3 + νln(S/2)
.

(76)

Case II:B ≤ µT2 (i.e.,β ≤ 1)
wmax∑

w=
wmax

2

E(τ(w)) =

B∑

w=
wmax

2

E(5)(τ(w)) +

wmax∑

w=B+1

E(4)(τ(w))

≈ (
wmax

2
+ 1)(T1 +

T2

1 − r
(1 + νln(S/2)) +

B(1 + ρ −
1
2
ρ2)

4µ(1 + ρ)
) +

T2

1 − r
(νln(

(B − 1)!

[ wmax

2
− 1]!

) + (wmax − B)(νln(B))).

(77)

Hence

λ =
3
2

B
T2

( 1−r
1+ρ

)
T1(1−r)

T2
+ (1 − ρ)νln(B) + ( B

µT2(1+ρ)
(1 + ρ − 1

2
ρ2))1−r

4
+ 1 + (1+ρ)

B
νln( (B−1)!

[ B
1+ρ

−1]!
) + νlnS

2

.

(78)
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Fig. 1. Network scenarios of a) TCP splitting and b) E2E with link layer support
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Fig. 4. Anatomy of the Link Layer (LL) queuing process and transmission pipeline
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Fig. 5. Modeling LL SR-ARQ as a Multi-Server Queue
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Fig. 6. Throughput vs Segment loss rate (T1 = 0, analysis results from Eq.(39))
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Fig. 7. Effect of Satellite Round Trip TimeT2 (B=50 TCP segments, analysis results from Eq.(39))
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Fig. 8. Effect of Terrestrial Round Trip TimeT1 (B=50 TCP segments, analysis results from Eq.(39))
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Fig. 9. Effect of Buffer Size (analysis results from Eq.(39))
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Fig. 10. Relation between the length of next burstx(t + T1) and the TCP window size (determined by RWA) as a function of

in-burst ACK index with any givenx(t)
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Fig. 11. Effect of Buffer Size (analysis results from Eq.(50))
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Fig. 12. Effect of segment loss rate (analysis results from Eq.(50))
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Fig. 13. Normalized Throughput Comparison with TCP Splitting to E2E with LL SR-ARQ
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Fig. 14. Effect of Maximum Retransmission Number (analysisresults from Eq.(39))

0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50
0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

0.55

f=50Hz

f=100Hz

f=10Hz

f=1Hz

f=0.1Hz

B=40 TCP segments,   
T1=T2=100 ms, S=10, µ=1Mbps

 Simulation 
 Analysis (Eq.(39) with p=X and v=0 )
 Analysis (Eq.(39) with p=X and v= -(1-p)/ln(p))

T
hr

ou
gh

pu
t

X

0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50
0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

0.55

f=100Hz

f=50Hz

f=10Hz

f=1Hz
f=0.1Hz

B=40 TCP segments,   
T1=T2=100 ms, S=10, µ=1Mbps

 Simulation 
 Analysis (Eq.(50) with p=X)

T
hr

ou
gh

pu
t

X

 
a) TCP over SR-ARQ               b) TCP Splitting 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 15. Effect of Correlated Fading Channel

UW/EE Technical Report 2005



39

20 30 40 50 60 70 80
0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

N=50

T1 = T2 = 0.1 sec., p = 0.1

N=10
N=8

N=4
N=3

N =2 
N= 1

 Simulation
 Analysis (from Eq.(39))

T
ot

al
 T

hr
ou

gh
pu

t

Buffer Size (TCP segment)

20 30 40 50 60 70 80
0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

N =3

T1 = T2 = 0.1 sec., p = 0.1

N=10

N=8

N =2 

N= 1

 Simulation
 Analysis (from Eq.(50))

T
ot

al
 T

hr
ou

gh
pu

t

Buffer Size (TCP segment)

 
         a) TCP over SR-ARQ                       b) TCP Splitting 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 16. Effect of Number of Connections (N : number of connections)
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Fig. 17. Tracing TCP Window Size for Two TCP Connections
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