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Abstract— Many portable client devices such as PDAs, laptops for dense deployments and network scalabiltie emphasize
and cell phones are already equipped with multiple wireless that this is, in part, due to both architectural reasons adlwe
radios, as are infrastructure side elements like access points 55 inpherent limitations of current protocol stack desigio
and base stations. In this article, we argue that the increasing understand the architectural limitations, it is useful ¢zall
availability of such multiple radio nodes, in conjunction with A
a suitably structured multi-hop or mesh architecture, has the thattoday’s WLAN networks were designed as outgrowths of
potential to mitigate some of the key limitations of present day the wired Internet -.e., for providing last hop connectivity
wireless access networks thado not exploit the presence of multi- to the mobile end user - and were not intended to provide
radios (i.e., network nodes that use single radios). While in this - yhanded coverage and become intermediate access networks
work we concentrate on emerging next-generation 802.1; WLAN on their own. Accordingly, in today’s 802.11 deployments, a
based network devices and architectural concepts, the ideas ar o ' ) : '
also pertinent to other unlicensed wireless networks, such as thes access points (APs) are directly wired to the backbone nétwo
based on the 802.16 standard. (i.e., they are IP-addressable hosts on the Internet) but have no
direct inter-AP connectivity. The type of traffic that is cemtly
supported on such networks is of two types:

« downstream traffic to a mobile end-user involving a single

The emergence of cost-effective wireless access netwprkin  final wireless hop, and
technologies has changed mobile communications and coms an AP-based relay mechanism for all ‘local’ traffice.,
puting in significant ways. These technologies include B02. relaying data between mobile clients that are associated
as well as other incipient approaches such as WiIMAX, based with a common AP.
on the 802.16 standard, and Wireless USB2 type connectivify an enterprize scenario with many users, supporting data
based on 802.15.3a Ultra Wideband systems. The succesg&fveen and to users over a wide area is likely to be of
these systems to date has largely been in deployments in #he wirelessmulti-hop variety. Thus, downstream traffic to a
home and small enterprize segments where coverage isdimifgopjle from a gateway AP would pass through multiple ‘router
and few users are served simultaneously,, the network Aps'. Further, traffic between two mobile end users that are
size is smallThere is now considerable interest in expandingssociated witldifferent APswould also be routed in a multi-
the use of these technologies to so-called “dense netwgtkilhop manne.
scenarios such as large enterprizes and public hotspats® s The protocol limitations in current 802.11 networks arise
more users over a wider area. But are these technologies friiin the fact that all communication between wireless nades
some suitably evolved version that exploit new architedturihe same “cell” or 1-hop neighborhood occurs via a contentio
principles - the answer to the challenge of providing ulitus  hased mechanism which is governed by the base 802.11
last/first mile access to an ever growing number of usergfitiple Access (MAC) protocol, the Distributed Coordiiuat
Stated differently, what will it require for such networks t Fynction (DCF) or CSMA/CA. Clearly, CSMA/CA within
scale? These questions, crucial to further deploymentesif ¢ 4 cell presumes that there is no hidden terminal problem,
effective wireless networks, require satisfactory newigfes ; . there is no mutual interference from co-channel users
solutions. in other cells. This design presumption underlying current

In this work, we focus primarily on issues relating to they| AN networks (a set of non-interacting cells) is increasjng
scalability of 802.11 WLAN networks as there is alreadyhyalid as growing user density leads to increasing co-obhn
good evidence that the current dominant model of user accggsnulti-access interference (MA#)Since MAI impacts both
based on thenfrastructure modeof 80211, is poorly suited the aggregate 1_h0p throughput (re|evant for |ast_hop|a8'$
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successful scaling of such networks is to appropriatelyagan
MAI jointly through collaborative design of all relevantylers
in the protocol stack

It is well-known from cellular systems engineering that the
key to one-hop capacity scaling enhancing spatial reuse
i.e., reducing the re-use distance between co-channel us
as much as possible. In narrowband systems such as FDM.
the extent of spatial reuse is directly proportional to the
number of orthogonal channels available. Currently, only ¢
very limited number of such orthogonal channels are avi@iab
3in 802.11b in the 2.4 GHz band and between 9 and 12 i
802.11a in the 5 GHz band depending on available bandwidtn
and channelization. Although greater worldwide alloaatio ‘
is anticipated for unlicensed use in the future, it is cledf® 1 TWo types of mesh nodes: APs and Mesh Points
that relying primarily on increased bandwidth availalilibr

capacity scaling is not a feagb_le_opuon. Accordingly, 8 o ceive to transmit mode. Hence, a simple calculation for a
given system bandwidth, optimizing the network performeang, ... chain withn half-duplex hops suggests that the end-

necessarily requires improving the entire protocol starid t%-end throughput will (at best) be inversely proportiotal

efficient reuse of the available channels. When compared wit

mobile cellular systems, the ad-hoc nature of mesh node deEnhancing end-to-end throughput is related to increasing 1

ployments_ Iez_ac_is toa higher degree of spatial variabilitthef hop aggregate throughput, which in turn depends critiatly
MAI and significant location-dependent node throughpuisThy,e oytent of spatial reuse (i.e. the number of simultaneous
is where mesh architectures provide an advantage by att;)Wittp

; f' ined and d imterf ; ansmissions per channel) that can be achieved in a given
or moreiné-grained and dynamimterierence management, o, o grea. Clearly, achieving a minimum separation dis-

and topology control via techniques such as node CIUSterI{éqwce between simultaneous co-channel transmitters an ave
and power control. age would lead to maximum aggregate 1-hop throughput. This
depends on the network topology and various charactevistic
Il. AP MESHARCHITECTURES of layers 1-3, namely the type of radio, signal quality reeui
The increasing availability of multi-mode radios, such agents at receiver and signal propagation environment r(laye
integrated 802.11b/g/a cards, in client and infrastrece- 1 attributes), MAC attributes for interference management
vices will enable new mesh architectures. For example; Tieflayer 2 attributes) and choice of the routing metric forhpat
client-AP connectivity may use the 802.11b/g radio while thdetermination (layer 3 attributes), suggesting that ojaiimy
Tier-2 backhaul AP mesh can use the 802.11a radio, therdbyequires amulti-dimensional, cross-layeapproach. In this
separating the different kinds of traffic (client-AP vs&ntAP) work, we will be content with highlighting the impact of
and simultaneously utilizing the potential of multi-bamadiios. only a few key aspects due to space limitations. In particula
We first briefly discuss the performance of suchsiagle- we investigate the role of physical carrier sensing (PCS) in
radio mesh (one radio per node) as a prelude to showcasihg IEEE 802.11 MAC protocol which is used by nodes to
the advantages of anulti-radio mesh (multiple radios per determine if the shared medium is available before trarisgit
node). The nodes in a Tier-2 mesh backhaul or access netwisriensure that only acceptable interference occurs to aggoi
consists of two types of nodes as shown in Figure 1 -teansmissions. A node transmits only if the net signal power
predominant lightweight subset (pure mesh points) whose ot it's receiver is below a pre-set carrier sensing threshol
function is to route packets wirelessly to neighboring roddhe choice of an optimal carrier sensing threshold depends
and another subset of mesh AP nodes that allow direct cli@it various (local) network properties; since these arenofte
connectivity. A small fraction of these mesh AP nodes will benknown a-priori, the thresholds should be tuned on-line in
connected to the wired backbone and serve as gateways[eactice based on available information about local networ

802.11 Stations

traffic ingress/egress. conditions.
[1l. SINGLE RADIO MULTI-HOP MESHNETWORKS: A. Single Radio, Single Channel Mesh Networks: A Baseline
1-HoP AGGREGATECAPACITY SCALING Recent studies such as [1] show that the per-node share

Single radio multi-hop wireless networks are not new - iof the aggregate throughput of a single-channel multi-hop
fact, they have been studied since the '70s under the nomartwork of 802.11 nodes typically; behaves;légs wheren is
clature of packet radio networks. The end-to-end throughmpu the number of nodes, and the exponenis influenced by
such single radio networks reduces with the number of hopiepology and traffic characteristics. For example, an upper
The primary reason for this is that single radio wireless bound for large networks (i.e. via an asymptotic analysis)
transceiver operates in a half-duplex modee., it cannot derived in [2] suggests thatt = 0.5 for a purely ad-
transmit and receive data simultaneously and an incomihgc topology and random choice of source-destination pairs
frame must be received fully before the node switches froRurther insight can be obtained for finite networks with salec
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Fig. 2. Evolution of 802.11 AP mesh architecture.

topologies like a single-channelnode linear chain, for which manner that maximizes spatial reusee., maximizes the
the per-node throughput i© (%) .2 implying o = 1, since number of simultaneous transmissions in the network area.
only a single transmission can occur at any time. This trefthfortunately, a key limitation of commodity single-radio
has been borne out via simulation results [3] with a 802.Mireless devices is that they operate half-duplex mode,
MAC. and therefore cannot transmit and receive simultaneously e
We comment that the above results are founded on #rmultiple non-interfering channels are available. A [bks
important andpessimisticassumption central to scaling: thatbut naive) approach to multi-hop route formation is for all
all nodes in the network interfere with each othand that nodes to use the same channel, even if multiple channels are
any pair of nodes (irrespective of their separation) commavailable, at the cost of sacrificing spatial reuse. Thig@ggh
nicate with equal probability. Typically, this is true onig does however avoid the serious drawbaclkpobr end-to-end
small networks; in larger networks, traffic is more ‘localiz delaywhen adjacent node pairs udéferentchannels to com-
(z.e., nearby nodes communicate much more frequently). Thizunicate. This necessitates channel scanning, selectidn a
implies that spatial reuse of channels is possible, leadingitching the radio at each node; this delay (per node) grows
to enhanced aggregate throughput. The role of spatial reugéh C. For example, the switching delay for present 802.11
in enhancing aggregate network throughput, facilitated tardware ranges from a few milliseconds to a few hundred
multiple (orthogonal) channels as well as multiple radies pmicroseconds [5]. Further, the impact of frequent switghin
node is discussed next. may be viewed as effectiveoute lengtheningbecause the
switching delay manifests itself asrtual hopsalong the route
[6]. On the other hand, exploiting the multiple orthogonal
channels clearly enhances aggregate 1-hop throughpuai- vis-
Ideally, any end-to-end path in a multihop network shouldis the single channel scenario but at the cost of enhancing
utilize all the available orthogonal chanrfelésay C) in a the end-to-end delay.

B. Single Radio, Multi-channel Mesh Networks

3This is true for a ‘small’ chain, or equivalently, a large éarrsensing For all the above reasonsjulti-radio meshes, which in-
range that prevents any spatial reuse of the single chabimeler the same troduce several new degrees of freedom that fundamentally
assumptions, a chain witt channels Wlll achieve an aggregate throthpuﬁddreSS the key limitation of commodity single-radio e
of O(C) which also does not scale with the number of nodes . ..
4while very limited spatial reuse can be achieved even with— 1, devices, are expected to be a key component to achieving both

meaningful network scaling is only possible with increastrig network scalability and adaptivity in practice (as in saftey



of all transmission links. For example, consider the (pdrti
@ channel allocation in Figure 4(c) when there are two avédlab
®_.@_,® channels. Figure 4(d) shows the total interference set of 16
edges which must remain silent when the link- b is active
on channel 1, assuming that all nodes have one radio. Of these
16 edges, only those which are assigned channel 1 (it can be
verified that there are 12 of them) constitute the co-channel
interference set. The remaining 4 edges which are assigned
channel 2 need to remain silent, not due to interferencesssu
(B but because there is only one radio on nodesdb. In other
words, if more radios were available at nodesndb, it should
Fig. 3. An example motivating the improvement in throughput teaat be be pOSSIbk?'.' for th_ese 4 links to be active SImUItaneO_USIy' In
obtained with multiple radios and/or multiple channels. a multi-radio, multi-channel framework, the total coltisi set
(a) With one radio at node 2, each of the two flows— 2 — 3 and therefore captures the effect of co-channel interferesosedl
4 =2 — 5 receve an end-to-end throughput B2 bps (whereri is the ¢ o qiare (radio) limitations. If two radios are avaitahia

source rate) if they are scheduled at different times. Howévhe two flows . o
are simultaneous, the receive rate for both flows drop& e bps. With two andb, any one of the two links incident on node(or b) and

radios and availability of two orthogonal channels, theetee rate for both gssigned channel 2 can also be active. Figure 4(e) shows one
Iﬁgs&gféessﬁgdhﬁfa?%sif’fet:':ntsf}m:s"f‘s each flow would have received qusible configuration of the total interference set of 1desd
(b) An illustration of a scenario when having multiple ortooal channels is With two radios, twelve of which constitute the co-channel
helpful even with one radio. For example, if two channels alable, one interference set (those assigned channel 1). Finally,r&ig(f)
ﬁg\fvhirf"’t‘ﬂist’i;;e?g;o/r;ge two transmissions. The receive tpatigor each g\ \s the total collision set of 12 edges when three radis ar
ps. . . N -
available atz andb. Notice that, in this case, the total collision
set is equal to the co-channel interference set.
defined radios) for future wireless networks. Clearly, the allocation of channels to interfaces/radidls w
greatly influence end-to-end throughput, as will the choice
of the metric for route formation - we discuss this issue
subsequently. For example, for a node withradios, one
Multiple radio nodes are effectively full duplexe., they radio can be dedicated to perform channel scanning negessar
can receive on channel on one interface while simultane-for the channel-to-link allocation, thereby eliminatingist
ously transmitting on channe} on the other interface, therebyincreasingly significant overhead component (that scalés w
immediately doubling the node throughput. As an exampl€)) from the latency budgets for all the other radios. In
consider the path — 2 — 3 in Figure 3. LetR denote summary, we suggest that with proper design pégormance
the maximum possible transmit rate over one hop (i.e. froof multi-radio mesh scales as the size of the network ineas
1 — 2). With one radio, node 2 spends roughly half the timby suitable design of Layers 1-3
receiving from node 1 and the other half transmitting to n@de
Consequently, if the source (node 1) ratéii®ps, the average
receive rate at node 3 is approximatéty2 bps. With 2 radios
at node 2 and 2 orthogonal channels, radio 1 can be tuned t@ primary contributor to inefficiencyi(e., lower end-to-
channel 1 and radio 2 can be tuned to channel 2, in whiehd aggregate throughput) in single-radio multi-hop netao
case the receive rate at node 3 will be theoretically equal i® the significant overhead from standard routing protocols
R bps. Now, consider the case when there is a concurrel@veloped for wired networks. It is well known that the
transmission on the route— 2 — 5. In this case, node 2 hasexisting wired routing protocolsi.e., both proactive (table-
to spend a quarter of its time receiving from nodes 1 and 4 addven) and reactive (on-demand) generate an amount of
transmitting to nodes 3 and 5. The average receive rate asnodverhead that increases with the size of the network since
3 and 5 in this case i&/4 bps. Again, having multiple non- they typically involve ‘all’ nodes in the route formation é&n
overlapping channels does not help in this specific scenaredy on some form of intelligent broadcast for dissemingtin
since the limiting factor is the availability of only one iad pertinent information for route computation. Thus for krg
at node 2. Finally, consider the case when node 2 is equippeitieless mesh networks, the routing overhead information
with two radios and there are 2 available orthogonal channelill ultimately consume most of the available bandwidth
In this case, radios 1 and 2 can be tuned to channels 1 amil consequently diminish the throughput, rendering these
2 respectively. If radios 1 / 2 are used on a half-duplex modmpractical [7]. Therefore, an adequate distributed s$oitut
to support the route$ — 2 — 3/ 4 — 2 — 5 respectively, based on local information only would be most desirable for
the average receiver throughput for each flow doubleBt®» multi-hop wireless networks.
bps, the same as each flow would have received if they wereSince wireless is essentially a broadcast medium, any-trans
scheduled at different times. mission between two neighboring nodes impacts (in priegipl
A key benefit of using multiple radios with multiple orthog-transmissions anywhere else in the network. This has some im
onal channels is that a proper assignment of channels canniediate repercussions on choice of appropriate routingcaet
used to reduce the average (or maximum) collision domaén sim wireless and how they should differ from those in wired
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IV. MULTI-RADIO MESH

A. Radio/Channel assignment and routing
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Fig. 4. (a) All possible transmission links infax 6 grid.

(b) Set of22 interfering links (shown dotted) for the edge— b, assuming that there is only one available channel. Thelyigitaded nodes are neighbors
of either nodes or nodeb and must remain silent when the link< b is active.

(c) A partial channel allocation with 2 data channels.

(d) Set of 16 edges which should remain silent when- b is active on channel 1, if all nodes have one radio. 14 of tleelges (those assigned channel
1) constitute the co-channel interference set. The redtektiges (those assigned channel 2) are forced to remaitdilerio insufficient number of radios

on nodesa andb.
(e) One possible configuration of 14 interfering edges wisicbuld remain silent whea < b is active on channel 1, ik andb each have two radios. 12 of

these edges (those assigned channel 1) constitute theaooalhnterference set. The rest of the edges (those adsajraanel 2) are forced to remain silent

due to insufficient number of radios on nodesndb.
() The set of 12 interfering edges (all due to co-channetrierence) which should remain silent when— b is active on channel 1, whewm and b each

have three radios.

networks. The drawbacks of classical shortest path routitfoughput/delay than shorter paths which use a fewer numbe
algorithms for wireless networks have been well-docuntnteof hops. In summary, desirable routing metrics for wireless
seee.g. [8]. Such algorithms simply select the path with thenust be channel-awarg i.e., dependant on the underlying
fewest hops without regard to the available link bandwidtlthannel allocation. Unlike a wired network where each hop
which can vary significantly depending on the interferende assumed to be isolated from simultaneous transmissions o
environment at the local receiver. It is simple to constructher links, the interaction between the link and uppertiaye
examples where paths with larger number of hops can providevital and unavoidable element in wireless multi-hop mogti
shorter end-to-end delay, depending on the residual band- i ) ) i
widths available on the links in the respective routes. A key 1€ introduction of multiple radios adds a new degree of
to optimal route formation lies in exploitinghannel diversity 7e€dom to cross-layer design since there will be fewer co-
in multi-radio mesh networks, as indicated by channel usa gannel Fran§m|s§|ons. There have. bgen several |n|t|dlw.u
along a path. In other words, longer paths (measured in num g)ng this direction that are beginning to expose various

of hops) that reuse the available channels for better carea @SPeCts of this multi-faceted problem. Optimal joint cfelnn

interference management may provide improved end-to-efgS/9nment and routing is (unsurprisingly) NP-hard and var
lous algorithmic heuristics are being proposed. In paldicu



Raniwalaet al. [5], [9] demonstrate that the channel assigrivore formally,

ment should depend on the load of each virtual link, which in

turns depends on the routing metric. This dependency islglea Xe = ) Z ETT; 1<ce<C
shown in their proposed centralized load-aware joint cklnn hop i is on channet

assignment and routing algorithm, which is constructedaviaHowever, it suffices to state that, at this time, the research
multiple spanning tree-based load balancing routing &lgor into choice of good path metrics and routing algorithm is in
that can adapt to traffic load dynamically. Kyasareiral early stages and much remains to be done. For example, while
[6] study the multi-radio mesh network under the assumptigRe WCETT metric appears adequate for small networks, its
that each node has the ability to switch some of its inteperformance degrades with increasing network size, itidiga
faces dynamically (to communicate with a nearest neighb@fiat improved channel diversity measures are desirable. Th
typically) while the rest of the interfaces are fixede(, performance degradation with network size is primarily thie
assigned the same channel for a relatively prolonged @miati the fact that the WCETT metric does not consider “allowable
They present a distributed interface assignment strategly tspatial reuse” along a path. In other words, for paths with
includes the cost of interface switching but is independegtrelatively high number of hops in a sufficiently spread out
of traffic characteristics. Their routing strategy selettstes network area, there may be link segments which could success
that have low switching and diversity cost and takes inflly reuse a channel without undue interference. Howeber,
account the global resource usage. Since all data is receiVgCETT metric, as proposed, does not allow for such spatial
on the fixed interface(s), neighboring nodes can commumicaéuse in its channel diversity component and all hops sharin
without any specialized coordination algorithm which wbula channel are penalized equally, irrespective of their ijsays
otherwise have been necessary to select a common charg@laration.
for communication. Additionally, because of the fixed reeei  |n the next section, we present some preliminary OPNET-
channel policy, no synchronization for channel switchisg based simulation results which highlight the impact of raw
needed. topology and channel assignment on the performance of -multi
radio, multi-channel wireless mesh networks.

B. Channel-Aware Path Metrics for Routing V. SIMULATION RESULTS

_ As we have seen, a good channel-aware path metric shoulgyhjle earlier we had emphasized the possible need for
incorporate notions of (i) total link coste(y., sum of the jointy optimizing channel allocation and routing algbrit,
transmission delays along the links in a path) and gath in practice it is likely that these will be optimized sepaipt
channel diversity which is a critical element in managingsor various reasons (algorithmic simplicity being one, fa t
‘self-interference’ in the network. The key challenge lies  cost of some sub-optimality), at least initially. In thisctien,
suitably capturing this self-interference betw_eeq hopgten e opt to focus on the impact of network scale, carrier
same path using the same channel and finding a balagggse threshold and channel assignment when a ‘standard’
between these two components such that low cost links &figsrtest path based routing algorithm is employed at the IP
not overused in any route. A good example of such a chann@yer_ This implies that channel assignment and optimaterou
a_vvare_metric is th&Veighted Cl_JmuIative Expected TransmiSjetermination are effectively decoupled. We plan to irigese
sion Time(WCETT) path metric suggested by Dravesal the jmpact of the choice of the routing metric on network

[7]. Given ann hop path between a source and a destinatioferformance in the near future. All simulations were conedc
P,, the WCETT of the path, WCETTH,), is defined as: using the OPNET network simulator.

WCETT(P,) = (1- )Y ETT; + 8 max X, A. One-hop Throughput Scaling as a function of Network Size
1<e<C

=t In this section, we present some preliminary results on the
where the first summation term on the r.h.s represents thepact of network size on the aggregate 1-hop throughput as
total link cost, the ‘max’ term on the r.h.s represents thefunction of the carrier sense (CS) range. The implicatibn o
bottleneck channel diversity along the path, 0 < 8 < 1 CS range is that any source within this range of the reference
is a weighting factor on the two cost components éhi$ the transmitter will sense the ongoing transmission and deger i
number of orthogonal channels. The parameter EiETthe own. We concentrate on the single radio single channel case;
expected transmission time for thé& hop on the path and is similar experiments are currently being run for multi-adi

given by: multi-channel meshes and those results would be reported in
g a subsequent paper.
ETT, = ETX; x B Considerd x4 and10 x 10 2-D grids consisting of single ra-

dio (802.11b) nodes, all of which are assumed to be satyrated
where S is the packet size (in bits)3 is the bandwidth (in i.e., they always have a packet to send. Each node transmits at
bps) and ETX s the expected number of retransmissions (dwefixed transmit power and with equal probability to any of its
to errors and losses) per packet on iHe hop of P,. For a grid neighbors. Thegrid separation distangel, defined as the
certain channet, the variableX,. represents the sum of thephysical distance between any two communicating neighbors
ETT's for those hops which use channrehlong the pathP,. is chosen suitably relative to the transmission raRgeGiven



a target probability of bit error rate (BER) and a correspogd
SINR threshold,Sy, which satisfies the required BER, the
transmission range is given by:

_ 1
P 5
Ri=dper | =22
' d (Sonv)
where:

« v is the path loss exponent, typically between 2 and 4,

o Py is the background noise power, and

« P., is the power received at a reference point in the
far field region at a distancé..; from the transmitting
antenna. Denoting the transmit power By, and the i
wavelength by), the parameter?,, for drey = 1M is
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For Sy = 11 dB, P;, = 1 mW (0 dBm),y = 3 and Py = Fig. 5. lllustrating how the 1-hop total throughput (in Mbpas a function

—100 dBm, the transmission range can be easily computetthe carrier sensing range, scales with network size. Bacle is assumed
to be R, = 42.8m. For this experiment, we have set the gri&’ have one 802.11b radio and only one channel is available.
separation distance equal to half the transmission range;

The interference range;, defined as the maximum dis-IN Section V-A, we concentrate on the single radio (.11b)
tance at which the receiver corresponding to a referen@sh. Simulations for multi-radio meshes are currentlyge
transmission will be interfered with by another sour¢e.( Conducted and will be reported in a subsequent paper.
the received SINR at the reference receiver drops below theFigure 6 shows our channel assignments when 2 and 3

thresholdS,), is given by: orthogonal channel assignments are available. Note tleat th
L assignment schemes are chosen to ensagimum channel
1 7 diversity, i.e., each channel is used equally (on 50 radios,
R;=d ; N7 or equivalently, 25 links), but otherwise non-optimized! A
So (drm‘) (p—NT> channel assignments for this experiment were fixed;,

, namic channel switching was not allowed. Therefore, each
For d = 21m and other parameters as defined above, t . L . i N
. node can communicate only with its neighbor with which it
interference range can be computed toRye~ 52m. A

shares a common channel. For example, in Figure 6, node R1

Figure 5_shows the aggregate 1-hop throughput as "i.funcuc%{]n communicate with its neighbor R11 but not with R2 since
of the carrier sense range, for tHhex 4 and 10 x 10 grids.

. . . , .~ they do not share a common channel.
The simulations were run with the following parameters: All other simulation parameters are identical to those dis
o RTS/CTS mechanism disabled, P

o all packets are of length 1024 bytes, and cu?edr;n?Sse;:(t)log X;)A' the agareaate 1-hop throuahput. as a
« the sending rate is 122 packets/sec, or equivalently, 1 'gu WS now ggreg p throughput,
Mbps. function of the carrier sense range, scales with the number

. , . . of orthogonal channels in 8 x 10 802.11b mesh grid. The
The key obse.rvanon fro.m the figure is thgt spatial reUsEsults clearly show the benefits of using multiple orthajon
bepomes possible only with higher ngtwork sizes. In4he4 channels - the maximum aggregate 1-hop throughput scales
grid, t_he aggregate 1-hop throughpgt IS less than the lipdrla (nearly) proportionally to the number of channels. This is
rate, |m_ply|ng that anly one transmission occurs SuCCdjg’Sfuexplained by the fact that, when the CS range is equal
atany time. A second observation is that, the 1-hop throughg,, "¢ jterference range (at which point the throughput is

approaches its maximum for the0 x 10 grid when the . oiiz6) the size of the collision domain is effectively
carrier sense range approaches the interference rangenf). halved (given the symmetry in the channel assignment scheme
This is justified since a CS range, when properly tuned en 2 channels are available, compared to when 1 channel
the interference range, .Wi" block most p(_)te_nFiaIIy inezihg is available. Restated, for any given limk if the number of
simultaneous transmissions, thereby maximizing the gggee its neighboring potentially interfering links which areobked
1-hop throughput. by the carrier sense mechanism when one channel is available
is z, the number of interfering links is approximately/2

B. One-hop Throughput Scaling as a function of Carrief;/3) when 2 (3) channels are available, thereby leading to a
Sensing Threshold doubling (tripling) of the 1-hop throughput.

In this experiment, we investigate how the aggregate 1-hopMoreover, when the carrier sensing range is small, the
throughput, as a function of carrier sensing range, scaitéts whidden terminal problem appears to be significantly alkeda
the number of orthogonal channels forl@ x 10 grid. As with increasing number of channels, as indicated by the jump
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Fig. 6. Channel assignments for simulation results discuss&gction V-A. Each node is assumed to have one 802.11b réi@ orthogonal channels
are available, (b) 3 orthogonal channels area availablée b symmetryand diversity of the channel assignment scheme.

15

C. End-to-end Throughput with Multiple Radios and Chan-
nels: Single flow case

<—— 3orth. channels

In this section, we investigate the various system paraete
that impact the end-to-end throughput in 802.11a wireless
] mesh networks. We focus on the single flow case, which
implies that the end-to-end throughput is dictated esaknti
by the extent of channel reuse (or lack thereof) in the end-
to-end path. Restated, mutual interference along a path is
only due to hops sharing the same channel. We are currently
conducting similar simulations for multiple active flowsdan
these results would be published in a subsequent paper. The
parameters which we have used for our simulations are listed
below:

=
o
T

Total One-hop Throughput (Mbps)
(4]
T

] o Number of nodes = 16, arranged as a regular.,(the
physical distance between any two neighbors is the same)
2-D 4 x 4 grid.

o Grid separation distancé= 100m.

All mesh nodes are routers.

Each node is equipped with either one or two 802.11a

radios.

o Number of orthogonal data channels = 4.

in throughput for 3 channels compared to 1 and 2 channelss The channel assignments are as shown in Figure 8. As

This is intuitively justified since multiple orthogonal afrzels can be seen from the figure, some (source, destination)

effectively shrinks the collision domain size. Althougheth paths now have all their links on distinct channels

effectiveness of the carrier sensing mechanism in avoiding 13 — 14 — 15 — 16 — 12), whereas other paths may
collisions is reduced if the CS range is small relative to have all links on the same channely, 3 — 2 — 6 —

the interference range, using multiple orthogonal channel 5 — 9).

largely alleviates the collision problem, thereby leadittg « Transmission range = 150m.

significantly enhanced throughput when the CS range is small A flow refers to an IP connection between a source-

but multiple channels are available. destination pair.

Another observation from the figure is the presence of ane Packet size = 1500 bytes, sending rate= 1000 pack-
optimal carrier sensing range for any number of channels, as ets/second.

discussed in Section V-A. o Transmission power = 1 mW.

. . . . .
20 30 40 50 60 70 80 90
Carrier Sensing Range (m)

100

Fig. 7. llustrating how the 1-hop total throughput (in Mppas a function
of the carrier sensing range, scales with the number of ootha@lgchannels °
in a10 x 10 802.11b mesh grid. .



R ) Ch3 @ Chd @ Chl (ra
Cha Chd Chd Ch3
@} Chd @ } Chd @ ) Chd 68 >
Cre Chl Ci2 Chl ing
@} Chd (R;l D Che /{: ID Che /R'l 9
Ch3 Chd i Chl
RI-B\ Ch2 @f/ Cha @ Ch3 @

(1]
(2]
K]

Fig. 8. Channel assignments for simulation results discuss8éction V-C.
Each node is assumed to have 2 802.11a radios and 4 orthodumaiets
are available.

o Carrier sense threshold = -95 dB, which is equivalent té
a carrier sense range of 261m.
o RTS/CTS mechanism is disabled.
o Routing is done by a static routing table built in each
router to control the active flows.
We evaluate the impact of channel assignment on the througlé!
put, as a function of the path length (in number of hops)[7
Table | lists the throughputs obtained for networks with (a)
single radio per node and one channel and (b) 2 radios per
node and 4 orthogonal channels. The throughput figures e
ported represent the average over 10 randomly chosen ésourc
destination) paths, for each path length. The link data isate
set to 12 Mbps for this experiment. o

(5]

TABLE |
Throughput enhancement in multi-radio, multi-channel 802.tdsed

(10]

wireless mesh networks, as a function of path length. Thetinat& in the (11]

first column of the table represents the path length (hop ¢oQaiumns 2

and 3 show the observed throughputs (in packets/sec) fositigée radio,

single channel case and the 2-radios, 4-channel case tiespedcColumn 4 [12]

shows the percent improvement when 2 radios and 4 channelvaitabée,
compared to the single radio, single channel case.

(13]
H | S (pps): IR1C| S (pps): 2R4AC| Improvement
4 163 282 73 % [14]
5 120 251 109 %
6 93 245 163 %

1

It is evident from Table | that the enhancement in througr[l-
put when multiple radios and channels are available is n%%]
increasing function of the path length. This is a consegee
of improved channel reuse which is possible with multiple
radios and channels. 7

We note that the maximum achievable throughput for ‘a
single flow is only one possible figure of merit for evaluatingLs]
network performance. The channel assignment algorithm we
have used is not optimized for this metric; nevertheless, thq
gains from the use of multiple radios are clear.

VI. CONCLUSION

In this work, we have highlighted the potential of multi-
radio wireless mesh networks, along with the primary tecdini
challenges that must be addressed for widespread deploymen
of such networks. Specifically, the additional degrees eg4fr
dom afforded by having multiple radios per mesh node in scal-
both the aggregate 1-hop and end-to-end throughput was
highlighted. The approaches required are necessarilyssero
layer’; for example, suitable channel-aware metrics aitecat
to solving the channel assignment problem. We anticipath su
multi-radio mesh networks to be a focus of continuing resear
and evaluation driven by developments in the 802.11s Task
Group that is seeking to currently define Layer2 attributes i
support of these goals.
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