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Abstract— In this future-looking work, we propose a mesh spatial reuse, i.e. multiple concurrent transmissionshen t
(multi-hop) architecture based on two-radio .11 Access Pols  same channel may be allowed if the co-channel trans-
(AP) and examine achievable aggregate throughput by expiei - mission are sufficiently separated. This naturally suggest

ing spatial reuse and multiple channels. A suitable distribited tructured lular | t h d to th d-h
clustering is used to self-organize the network for channedllo- a structured cellular layout, however due to the ad-hoc

cation: all communications between nodes in the same cluste Nnature of AP deployment in most cases, some form of
(intra-cluster) use the secondary radio and a common chanrie self-organization based on clustering is desirable toesghi
selected based on an algorithm that minimizes the co-chanhe increased aggregate throughput. The clustering should be
interference (CCI). This dramatically reduces complexitycom- achieved in a distributed manner: once the network clusters

pared to per-packet channel switching approaches. All inte f d itable ch lis det ined f h clust
cluster communications are performed on a common channel are lormed, a suitable channel Is determined for each cluste

using the default (primary) radio. Backward compatibility is Pased on minimizing the aggregate interference. As we
guaranteed by allowing legacy single-channel APs to connec demonstrate via simulations in this work, the aggregate
to the new two-radio devices through the common default network throughput of such a inter-AP mesh is governed

radio. Simulation results for large-scale 802.11b network by the following key network parameters:
demonstrate the significant improvement in one-hop aggreda )

throughput. Specifically, the new two-radio multi-channel K: number of concurrent actiye links per channel
mesh solution more than doubles the aggregate throughput (degree of co-channel spatial reuse);
compared to the traditional single-radio single-channel nesh. W: max. data rate per channel;

N: number of orthogonal channels available (N=8 in
802.11 a, and N=3 in 802.11 b)

|I. INTRODUCTION

802.11 wireless LANs for broadband wireless access _ |
constitute a growing success story. Currently, their deplo , |! J ]' ( Gateway
ment in single-cell (i.e. single AP) scenarios (homes, mal point - S
business and isolated hotspots) is well-supported by atrre | ]' o=’ s
.11 technology. However, their performance in multi-cel & A
deployments (large enterprizes, public hotspots and dense
clusters of homes/apartments) where each cell is served
by its own access point (AP) is much less understood or
supported with current technology. Of the several issines, t
primary one is of scalability - currently, all APs are ditgct
connected (typically via Ethernet) to an Internet gateway.
This (wired connection per AP) dramatically increases the
cost of deploying a large scale WLAN network.

A possible solution to this problem is connecting APs
wirelessly to form a (static) multi-hop .11nésh) network
(see Fig.1). Interest in such an approach is indicated not |
only by the newly formed Mesh Task Group within IEEE
802.11 but also mesh solutions offered by several companies
[1], [2], [3] to list a few. Such a futurevireless AP-AP mesh  Fig. 1. wireless AP-to-AP mesh Networks
network requires both protocol and architectural extensions
to current .11 networks for which there does not exist any Current .11 APs are all single-radio which can however
standardized inter-AP connectivity protocol. Assuming thbe set to any of the available multiple orthogonal channels.
existence of such inter-AP connectivity allows enhance8electing an optimal channel-to-link assignment is poten-
aggregate network throughput via exploitation of co-ctenntially complicated with a single radio, and hence its besefit
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(increased aggregate throughput by exploiting the availabcontroller running a centralized MAC, the architectureeher
multiple channels) has not been realized in practice. Owses clustering to only assign a channel in a distributed
proposal: a two-radio multi-channel mesh where each nodeanner for the MAC; the base 802.11 MAC mechanisms are
is equipped with two similar radio interfaces for AP-unchanged. Similar to [8], our protocol uses a virtual MAC
AP communicatiort, can effectively exploit the available address in place of the multiple physical MAC addresses
multiple orthogonal channels which is infeasible with a-oneused by two radios so that the higher (routing) layer sees
radio AP Mesh. A similar multi-radio architecture has beemnly a single wireless network interface. Routing between
proposed in [8] where the channel used for any AP-AP linkhe nodes is based on ad-hoc routing approaches similar to
from among the available set is selected by sending prob#st in the traditional single-channel, single-radio mesh
to estimate the link round trip time (RTT) for the avail- The rest of this paper is organized as follows: Section
able channels and choosing the one with minimum RTTI discusses the key issues of maximizing both spatial
Updating the channel allocation is performed periodicallyeuse and channel reuse with multi-radio clustering. 8ecti
every few seconds. While the RTT is a useful indicator ofil presents the proposed multi-channel two-radio archite
channel load, it is a less-than-adequate metric for estignat ture with clustering. Section VI shows OPNET simulation
interference due to simultaneous transmissions in a wireesults as well as the future work. Finally the paper is
less scenario. Thus [8] protocol operates more as a loacbncluded in section V.
balancing scheme which improves but does not optimize
aggregate network throughput. . [I. MAXIMIZING BOTH SPATIAL REUSE AND CHANNEL
Continuous monitoring of channel quality on all chan- REUSE WITHMULTI-RADIO CLUSTERING
nels is infeasible with a single radio; two radios per ) ) )
node considerably simplifies this because this task can beln [9] the authors_ investigated spatial reuse from a phys-
performed by one radio while the other is transmittind®@ 1ayer perspective. A homogeneous environment was
data on the currently assigned channel. Suggestions fssumed where every transmitter uses the same transmission
using one radio purely as a dedicated control channel aR@Wer and data rate, and communicates to an immediate
the other for data on all other channels have appear&§ighbor at the constant T-R distanéeUnder such con-
for two-radio architectures [7] [6]; but these lead to lowditions, spat_lal reuse can be charactenzed_ by the @gtance
channel utilization due to control channel becoming detween ne_lghb_orlng simultaneous _transmltters (r_mmmum
bottleneck, and offers no backward compatibility. Thus inl-T Separation distance) that results in optimal spatiasee
our implementation, both radios are used to support da‘@e authors mvesngate_d the optimal sp_atlal reuse for two
transmission. Nonetheless, irrespective of the specifics fegular network topologies: the 1-D chain network and the
how the two radios are used, this architecture allows thD 9rid network. Letw denote such minimum T-T distance
possibility of afully distributed MAC implementation that is (a_llso called_spatlal reuse factor), in number of hops (hop
desirable for network robustness. For example, to elirsinaf!iStance beingi), then the lower bounds of for the two
the control channel bottleneck, we propose a reemi- 0Pologies are
distributed AP-clustering approach. A distributed Highest- . 1 )
Connectivity Cluster (HCC) algorithm [4] is employed to [2 (1 + ﬁ) 50} , Chain network
divide the network into AP clusters that are distinguished
by the channel used for intra-cluster communication. inter

cluster communication is performed using thiefeult and  \where S, denotes the Signal-Noise-Interference Ratio
intra-cluster via thesecondary) radio, respectively. (SNIR) threshold, i.e., the minimum SNIR for achieving

A common channel is used for all inter-cluster communithe maximum link throughput with a given raw data rate.
cations, and different channels are selected for intratetu | \we assume a perfect MAC protocol that schedules
communications by using a new Minimum Interference;jmyltaneous communications only on transmitters that are
Channel Selection (MIX) algorithm. Control or manage-, hops away from each other, the network will be able
ment traffic uses only the default radio; while the secondaiy, zccommodate the maximum number of simultaneous
radio is only for data transmissions. Note that backwargansmitters, hence reaching its aggregate throughpitt lim
compatibility is achieved since this architecture allows gence the lower bounds df can be used to extrapolate
legacy single-radio AP to connect to the new two-radio APg, aggregate throughput limits. For example, in a chain
through the (common) default radio. network of N nodes, where a packet will require relay

Unlike most of other cluster-based networks (e.g. Blueby each of theN — 2 intermediate nodes in order to be
tooth, UWB) that usually employ a cluster head as @yted end-to-end, at most/k simultaneous transmitters
can be supported in the chain. L&t;, denote the end-to-
end throughput, then

-

3

[6 (1 + ﬁ) So} " 2-D hexogon

IMore precisely, each AP is equipped witfree radios, among which
one is dedicated for tier-1 AP-MT (MT: Mobile Terminal) commica-

tions, and the other two are used for tier-2 AP-AP wirelesshmeetwork. W
The need to prevent the interference between tier-1 ane timetworks Cy, = — 2)
promotes the use of dual, e.g. .11a (5GHz)/b (2.4GHz), ratierface k

cards in such networks. In this paper, we focus on the pedoom of tier- .
2 AP-AP network, and consider 802.11 b with three orthogahainnels Where W denotes the effective MAC layer data rate

in the simulation just for simplicity achieved at each relay, i.e. link capacity.



Let M denote the number of nodes for each clifstard I1l. A MULTI-CHANNEL TWO-RADIO ARCHITECTURE

L denote the number of nodes evdnhops, then we have WITH CLUSTERING
3, Chain network A multi-channel architecture with clustering was previ-
M= { 7, 2-D hexagon ®) ously studied in [5], which only considered a centralized
. TDMA MAC and one radio. Here, we propose to integrate
I — { k, Chain network (4) two 802.11 radios default and secondary) per node: the
(k+1k+1, 2-Dhexagon default radio is used for inter-cluster communicationsijevh

The detailed derivation of, can be found in Appendix.  the secondary radio is for intra-cluster communications.

Obviously,L /M gives the maximum number of different Unlike most existing multi-channel approaches, the new
channels withink hops. Intuitively, if the co-channel sta- clustered multi-channel two-radio (CMT) architecture not
tions are separated more tharhops, we will loose some only eliminates the need for switching channels on a packet-
spatial reuse. In order to incorporate more channels in thgy-packet basis, but is also fully compatible with legacy
same area, a simple approach is to use multiple radiogdgvices. Fig.2 shows an example of a mesh network using
which will allow a cluster working at multiple channelsthe CMT architecture with three orthogonal channels, where
simultaneously. GivelV available channels anil available each circle represents an independent cluster.
radios per node, we have

L/M x R> N, (5)

|
which is the necessary condition for achieving maximur

spatial reuse as well as taking advantages of all availabe
orthogonal channels. Eq.5 can be simplified into

N Chain network
R > k=T 5
B { arerr V. 2-D hexagon (6) .“ <
Denote the lower bound ok asRmin. Ieading to ®eee Channe 1
N Chain network e !
fmin = { s N1, 2Dh (7)
’Vm 1 ’ - exagon Channe 3

Table | shows the results @&&,,,;,, for 802.11b four data
rates in chain topology and as well hexagon topology, where
W and S, were obtained using OPNET simulation withFig. 2. Clustering Multiple Channels Architecture with TWadios
packet size 1000 bytes arfd was calculated with Eq.1.
Notice thatk will enlarge as the network size decreases due Fig. 3 shows protocol stack in a two-radio device. We
to reduced interference. The results shown in Table | hefighlight the two new modules - MAC Extension and
are for an infinite topology, and therefore can be regardegecondary MAC/PHY - needed to enable the two-radio
as the lower-bound of and the upper-bound a&,,;, for functionality. Algorithms in the new architecture are irapl
limited-size networks. It is clear to see that one radio pepented in the MAC Extension. The secondary MAC/PHY

cluster is enough to achieve maximum performance in Bas no administrative functionality, such as association,

2-D hexagon network using 802.11b. authentication etc. and can transmit only data traffic.
Data Rate (Mbps)] 1 2 [55] 11 IP |
W (Mbps) 089 15| 35| 50
So (dB) 1 |14 | 18| 21 { }
E (chain) 34 42|57 72

Rpmin (chain) 3 3 2 2 MAC Extension

k (hexagon) 53 | 67| 91] 115 %_4
Rpin (hexagon) 1 1 1 r 0y N T ____ 1

|

TABLE | :

ONE-HOP PERFORMANCE 0802.11B MAC WITHOUT RTS/CTS |
|

|

|

Default

|

|

|

MAC/PHY || Secondary !
|

(OBTAINED FROMOPNETSIMULATION, (y = 3, N = 3)) MAC/PHY

Fig. 3. Two-Radio Protocol Stacks
Next, we will propose a two-radio clustering architec-
ture, where one (default) radio is used for all inter-cluste Clustering is accomplished by using the Highest-
communications on a common channel, and the other (se€ennectivity Cluster (HCC) algorithm first proposed in [4],
ondary) radio for communications among nodes within &ased on the following rules:
cluster. « A node is elected as a clusterhead if it is the most

2Here, we assume HCC [4] algorithm is used to form clustershab t highly connected (haVing the_ higheSt number Of. neigh-
all cluster members are only one-hop away from their cldséad. boring nodes) node of all its “uncovered” neighbor



nodes (in case of a tie, lowest ID (e.g. MAC address) Bits 2 6 8

prevails); Status | clusterid Number of Uncovered
« A node which has not elected its clusterhead is an e Neighboring Nodes
“uncovered” node, otherwise it is a "covered” node; \ T~
« A node which has already elected another node as its \ ==
clusterhead gives up its role as a clusterhead. 00 Uncovered
To minimize the co-channel interference (CCI) among 01 Cluster Head
clusters, we propose a Minimum Interference Channel Se- 10 Cluster Member

lection (MIX) algorithm, by which a clusterhead selects the
secondary radio channel (denotedidswith the minimum  Fig. 4.  Definition of 16-Bit CMT Field
energy on air for intra-cluster communication.

Let E;; denote the average energy on tik channel

sensed by nodg for the durationT’, we have node go through the secondary MAC/PHY module. Fig.5
summarizes the above clustering and channel selecting
t0+TE"(t)dt d h . d
fyy — 2=t ij ®) procedures with a state transition diagram.
7, T )

whereE;;(t) is the instantaneous energy on ttie channel
at timet¢. Hence, the MIX algorithm is represented by

{k | E_kj = mln(]:_?”|z = {1, 2, ,n})}, (9)

Configure the 2nd
PHY/MAC

Cluster Head
is down.

wheren is the total number of orthogonal channels. Obvi-
ously, the longer the estimation durati@i the more accu-
Reset the 2nd
A clusterhead will generate a pseudo random numb
with 6 bits length for the ID of its cluster. Also it is

rate the estimation. Our simulations uséd= 2 seconds.
responsible for notifying all its members which channel is

: . Receive Channel Channel
used to configure the secondary radio as well as when the Update Information Information
channel information is expired (denoted’Bg (Eqg.10)). From Cluster Head Expired

Tr =T, + T1 + uniform(0, T»), (20)

Reset the 2nd
PHY/MAC
whereT, indicates the time when the clusterhead selected

) 3
the channel, andy and unifornf0, T2) give the anStant Fig. 5. A State Transition Diagram of Clustering and Char®electing
and random components of the lifetime, respectively. Owrocedures

simulations used” = T, = 100 seconds.

When the channel information is expired, the clusterhead
will re-run the MIX algorithm to select a new channel, then IV. SIMULATION RESULTS AND DISCUSSIONS
broadcast the updated channel and its lifetime to its aluste Fig. 6 shows an example of how our clustering multi-

members. channel and two-radio architecture works in1@ x 10
After getting the channel information, the neighboringegular grid with three orthogonal channels. We implement
nodes notify each other the channel used by their secondg{yyo-radio 802.11 client module in OPNET. Létdenote
radio. Thereby, we build a new 16-bit CMT field (see Fig.4}he distance between two nearest neighbors; we configure
with three sub-fields: status, channel, and number of Uhe transmission range ag2d. During the simulation,
covered neighboring nodes. The “cluster-ID" flag indicateghe network will automatically cluster into the topology
the cluster that the node belongs to, and is only meaningfgk shown in Fig.6. The dark nodes are clusterhead, and
when “status” is not “uncovered”; the “number of uncoveredhe dotted circle indicates all independent clusters. Two
neighboring nodes” is used for electing clusterhead. In oWthogonal channels (for the circles denoted by thick and
OPNET implementation, the new 16-bit CMT field is addedhin dash lines, respectively) are used for intra-clustenc
into the 802.11 DATA frame. The 16-bit “Duration ID” field munications. The channel assignment in Fig.6 minimizes

in the legacy 802.11 ACK frame can also be used as th&.channel interference and achieves the highest spatial
new CMT field, since it is meaningless when segmentatiofse.
is not used or the ACK is for the last fragment of the packet. Fig.7 compares the total one-hop throughput with the
After learning that a peer node belongs to the samgew clustering multi-channel and two-radio architecture t
cluster, a node will configure the forwarding table in itsthe traditional single-channel, single-radio mesh. A @nd
3 _ _ _ o sufficiently high offered load such that the nodes remain
a random variable with uniform distribution on the ran@g7%); the

random component is designed to avoid the event that twaectialways saturated durlng Fhe simulation. FIg.? Clea.rly demonei;r_at
select the channel at the same time, i.e., channel seletifigions. the performance improvement with clustering and multiple
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orthogonal channels. The steady-state average throughput |, ~ : -
8.1 Mbps in the new CMT architecture, and only 2.7 Mbps
in the single-channel and single-radio mesh. The gain is
about 300%, which is the maximum gain achievable when

using 3 orthogonal channels.

Fig.8 illustrates the one-hop throughput distributionhwit

respect to links, where links4;, B;, and C; are al

500

SO

indicated in Fig. 64 = {1,2,...,10}). Clearly, links A; ex-
perience worse interference environment than liBksand

C;, leading to the oscillation of the throughput distribution
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One-Hop Throughput (bps)

—— Clustering Multi-Channel and Two-Radio Mesh
i —— Traditional Single-Channel and Single-Radio Mesh

100 4

T T T T
300 400 500 600

Link
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Fig. 8. Average One-Hop Throughput Distribution (betwe®09sc. and
500 sec..N = 3)

Finally, we validate the new architecture in a random
topology as shown in Fig.9. The transmission range is fixed
at 25 meters. We color-coded the graph in Fig.9. Red and
blue indicates the nodes using channel 1 and channel 2
for their secondary radio, respectively; while black nodes
are the single-node clusters. We also used the circles to
illustrate the clusters with clusterhead in the center. g
compares the performance with both aggregate throughput
and throughput distribution. We clearly see that (after 300
seconds) the aggregate throughput of the proposed architec
ture with N = 3 (10Mbps) is almost 3 times higher than
that of the traditional one (3.5Mbps).
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Fig. 9. 2-D 200m x 200m 100-Nodes Random Topology Using the
Clustering Multi-Channel and Two-Radio Architecture (di05seconds,

illustrating thelocation-dependent fairness problem. We do  y — 3)

not consider the fairness problem further; it is interesgtin

to speculate how physical carrier sensing may be used toAs we have mentioned in the introduction, spatial reuse
mitigate thelocation-dependent fairness problem. It implies and channel reuse are the key for high performance mesh. In
for instance that the preferable locations for gateways in the proposed two-radio architecture, the spatial reusa-cap
wireless mesh network may not be the center of the networkility, however, will decrease as the number of available or
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nel for inter-clustering communications might become the
bottleneck for the performance to continuously improve
with the orthogonal channels increasing. One of our current
works is to solve this problem by introducing multiple de-
fault radios. As shown in Fig.11, we have three neighboring
clusters, all working on different channels. In order t@all
them connect to each other, we can equip the edge nodes A,
B, and C with twodefault radios. Let's assume that cluster
1, 2, and 3 are using channel 1, 2, and 3 for their intra-
clustering communications, respectively. For node A with
two default radios, the first one is configured with channel
2, and the second one is configured with channel 3, which
will allow node A to connect to node B through the first
default radio, and to node C through the second default
radio. Clearly, the number of default radios is determined
by the number of neighboring clusters.

\
\
Cluster 1 7,
~ -~

~ - /

/
~_ Cluster 3 9’

~ —

N\

Fig. 11. Bridging in A Multi-Channel Clustering Network

All in all, the proposed two-radio architecture can be
further extended to a multi-radio architecture, which is th

thogonal channels increases due to the reduced per-charif®y task of our future work.
network size. Fig.10a) also shows the effect of increasing

channel number. Clearly, the performance with 5 orthogonal

channels is far below the optimum (= 3.5Mbps5, where

V. CONCLUSION

3.5Mbps is the aggregate MAC throughput achieved for the !N this paper, we have presented a two-radio architecture
same network with single channel). In order to maintain thfor @n 802.11 AP mesh. Distributed clustering in conjunc-
same spatial reuse capability while increasing the number 80N with a new minimum interference channel selection

orthogonal channel, we need to extend the current two-radgorithm (MIX) is used to distribute orthogonal channels i
architecture to a multi-radio architecture, i.e., the nemtd & mesh, ther.eby maximizing the aggregate throughput. OP-
radios per node- 2. By allowing each cluster working on NET simulations were conducted to validate performance;
multiple channels simultaneously, i.e. multiple secogdarcOmpared to a traditional single-channel and single-radio
radios, we can increase the per-channel network size so8§sh. the gain achieved with three orthogonal channels in
to improve the spatial reuse. For example, the spatial reu&ms of the aggregate one-hop throughput is about 300%
capability with 3 radios and 5 channels is the same as thif @ large scale grid.

with 2 radios and 3 channefs
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Fig. 12. 2D-hexagon Network

Fig.12 shows one part of an infinite hexagon network,
where nodes!; (i={1~7}) can transmit to one of its nearest
neighbors simultaneously. In other words, those nodes are
hops away to each other. Define all nodes within a hexagon
with radius & hops as a group. For example, nodgs
(7={1~18}) in Fig.12 are in the same group as node.

The total number of nodes in a group can be calculated
as ZfZO(Gi). However, such division leads to overlapping,
i.e., each node belong to three groups. For example, nodes
B;, By, and Bs are in the same group as nodg, A,

and As, respectively. Since the number of nodes every
hops is given by the size of non-overlapped group, we can
calculate it as:

L=1+-= Zm + (k+1)k. (11)

For an infinite chaln network, L is simply given by



