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Comprehensive Performance Analysis of a TCP
Session Over a Wireless Fading Link With Queueing
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Abstract—A link model-driven approach toward transmission  end-to-end path with multiple traversing TCP flows. A primary
control protocol (TCP) performance over a wireless link is pre-  contribution of our work is to provide a framework whegeth
sented. TCP packet loss behavior is derived from an underlying |55ses5 can be treated as is appropriate for wireless Internet

two-state continuous time Markov model. The approach presented h the ch ¥ due to (ti . ltinath
here is (to our knowledge) the first that simultaneously considers 1) 2€¢€SS where the channel loss due to (time-varying) multipa

variability of the round-trip delay due to buffer queueing; 2) inde- ~ fading on the wireless hop can be dominant (or comparable to)
pendent and nonindependent (bursty) link errors; 3) TCP packet congestion losses. A preliminary distinction betwegieueing
loss due to both buffer overflow and channel errors; and 4) the two  |oss and channel losds possible based on the fact that while
modes of TCP packet loss detection (duplicate acknowledgmentspacket drop (for Drop Tail policy, as assumed in this work)

and timeouts). The analytical results are validated against simula- is inevitably correlated. channel errors can vary from random
tions using thens-2 simulator for a wide range of parameters; slow IS Inevitably ! vary

and fast fading links; small and large link bandwidth-delay prod-  (independent, isolated packet losses) to bursty (correlated
ucts. For channels with memory, an empirical rule is presented for errors).

categorizing the impact of channel dynamics (fading rate) on TCP A yseful abstraction for wireless loss scenarios is a bulk TCP

performance. transfer over a single link (i.e., queue plus channel) between
Index Terms—Performance analysis, transport control protocol, a source/destination pair that is subject to channel-induced
wireless communications. packet loss between TCP sender and receiver (e.g., [3]-[6]).
On the other hand, the typical abstraction used for congestion

|. INTRODUCTION loss is arequivalenper flow random loss model that randomly

drops packets at the buftee.g., [7]-[11]). Note that while

T RANSMISSION control protocol (TCI_D) is currently they i, apstract models are superficially the same, the causative
most widely used transport protocol in packet networlﬁgSS mechanisms are quite different in nature.
[1] such as the Internet and is largely responsible for end—to-enq

congestion control. It achieves its congestion control objectivss
by slowly increasing the rate at which a source releases pac Siodic TCP congestion window evolution ovigeal (non

(i.e., the transmission rate) into _th_e network Wh|le.rleac?t|ng BSsy) channels with finite buffer size, which provides a point of
any detected packet loss (or explicit congestion notification [Z4b 4 rtre for part of our work. They also consider a packet-level
by redrl]J.cmg Its transmission rate. hensi . random loss model where every transmitted packet may be lost
In this paper, we provide a comprehensive performanggi, o nrobability ¢ independent of all other packets. Fixed
(goodput) analysis of a single TCP connection for a mobilein: 4 nroximations are used to arrive at general rules for
host/client communicating with a server in a backbone (wiregl) ¢ dimensioning—we remark that use of such fixed point
network. Such scenarios are becoming increasingly COMMAYKnroximations do not provide accurate estimates for TCP
plache due to the advent of W|reles|§ access to thle Internetyli, \ghput in the presence of high correlation between the
such cases, TCP goodput can be limited due to lose#sat i,y igual flow's congestion window size and the round-trip

the wireless (last) hop, as well as the network backbone duetime (RTT) [7]. Timeout effects are also neglected in the
congestion. However, the literature on TCP modeling to daé‘ﬁalysis of the random packet loss case.

has typically concentrated on one of the two loss mechanismsqy . \work is philosophically closer to the broad renewal-re-

i.e., 1)channel ]os:{errors attributable to the wireless channel)vard based approach espoused in [4][6]. We note that [3] uses
and 2)congestion losgpacket drops at queues or buffers) ., jhqenendent and identically distributed (i.i.d.) packet-level
the exclusion of the other (by assuming it to be negligiblej,qq mqdelwhile [4][6] useorrelatedpacket-level loss models
Congestion loss models apply to a bottleneck link in af,5eq on aliscrete timetwo-state Markov chain to model the

wireless channel errors [13]. Our analysis has the following
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This is tied to the alternating two-state channel model currentignsmission time at the bottleneck link is assumed to be ex-
implemented inns2 where thestate evolution is clocked by ponentially distributed. Ref. [4] assumes a buffer with infinite
packet transmissions; thus, the link state does not advancecapacity (no packet loss due to buffer overflow), [5] considers
time when TCP sender is idl€his contradicts the actual phys-links with “zero” delay (instantaneous acknowledgments) and
ical behavior since channel state evolution is not predicated mo queueing,” and [6] neglects the variability in the RTT due
packet transmissions and renders pure? based simulation to the queue dynamics in addition to neglecting packet losses
analysis suspect without independent corroboration. Previalise to queue overflow. Our model thus provides a unified ap-
TCP over wireless channel models such as in [6] imposepeoach for all these situations. Finally, our previous work in [14]
distribution on thenumberof consecutive packet drops in a badnodels the RTT variability in the queue size, as well as packet
stateregardless of the time duration between the transmissitzsses due to queue overflow but assumes the loss statistics to
of these packetshis assumption is only valid for continuoustake place at the packet level, which is a drawback in all the pre-
packet transmission; since TCP is a bursty protocol, the int@ieus models (simulation and analytically based) as mentioned
mittent idle durations during the lifetime of a connection magarlier.

be considerable (unless the window size is always equal to thevlodels for congestion loss bear striking resemblance to
bandwidth-delay product of the link, which is a very limitingthose for channel loss described above; these typically neglect
scenario) thereby undermining this key assumption. In thisk impairments and seek to describe queue loss due to many
paper, we present a stochastic channel-driven model of T€lared TCP flows at the network queues as a “random” (i.i.d.)
over wireless links that does not make any prior assumptiopscket drop phenomena with an associated fixed probability.
on the packet-level loss statistics; these are instead deriwgdthis et al. [8] model such packet losses initially on the
from the underlying physical channel behavior. The derivaticgssumption that the RTT is constant and extend it to include
accounts for the effects of idle periods which are an essentiaé (variable) queueing time by using the average measured

characteristic of TCPs bursty nature. RTT. Thus, their model requires that both the average RTT and
the packet loss probability must be known. Other significant
B. Modeling the Queue Behavior extensions to [8] also use the same assumptions of constant

We underscore that previous wireless loss models negld&€Ueing delay (e.g [7], [9]-[11]). Congestion loss models
the effect of the queue behavior. Specificalgl] previous whether correlated or |.|._d)annot.be u_sed for modeling the
correlatedloss models consider the case of very high wireled<-P dynamics over a wireless link since they assume: 1) a
channel loss rates and hence neglect queue losses. The gff8@¥n 10ss process at the packet layer (i.e., they do not attempt
behavior can have significant effect on TCP goodput, especialf/derive the packet loss behavior from the underlying channel
in situations in which a transmit buffer is dedicated solely fopi@tistics) and 2) the only source of packet loss is congestion
the use of the TCP session (practical situations are discus8egt> they do not attempt to differentiate between the source

in Section Il). Such situations can be characterized by tR& Packet loss)—and hence the analytical results from such

following properties. models tend to overestimate the throughput as compared with

1) High correlation between window size and RTT. Thglmglatlons in wh.lch'wweles.s as well as congestion loss exist.
Itis worth mentioning thatin [15], the authors present an anal-

typical correlation coefficient in such cases can be as. . . .
high as 0.97 [7]. This degrades the accuracy of mod is of the case where link layer retransmissions are used to hide

that assume a fixed RTT independent of the windov{/nk'level errors fro.m TCP. While this is not within the scope of_

size (see also the discussion of this issue in [7]). our work, we h|gh||ght_the _d|fferen.ces between the appr?ach in

2) Possible additional packet loss due to buffer (queu 5] and that adopted in this paper: 1) [15] assumes that “the ar-
overflow. When channel losses take place at a suffi al_ process of TCP packets”at th% vv_weless I|nk_|s modeled b ya

ciently low rate, packet queueing may take place thg[atl_onary Bernoulli process anq this assqmptlon is made pri-
may exceed the capacity of the queue. marily because an gxact analysis altcg:ountmg fo”r the dynamics

.. of TCP and of the wireless channel is intractable” ([15, pp. 608,

Our model accounts for both OT the above FWO cha_r acteristicg, . [I-C]). On the other hand, our model yields effective (the
we aII'ow the RTT to be a function of the window size (ratheéomputations take two orders of magnitude less time than the
than fixed) and we model both types of packet loss; queue I%ﬁﬁ]ulations), tractable and accurate results that do not make
(buffer overfiows) and channel (wireless) losses. such assumptions on the bursty window process of TCP and
2) Unlike the referenced paper, which uses a custom-made sim-
ulator for model validation, our analysis results are validated

Our model is applicable to a wider range of network paranagainst the publicly-available network simulate2 [16].

eters than previous related work. Specifically, in [3], the effects The remainder of this paper is organized as follows. The
of possible queueing losses were neglected, the binary expmdel for TCP and a summary of the previous results for
nential backoff algorithm is approximated to only two conseenodeling TCPs congestion avoidance algorithms over ideal
utive timeouts, a local-area network (LAN) environment is aghannels are included in Section Il. Section Il presents the loss
sumed (hence, the round-trip propagation delay is set to zenodel used in this paper for the two cases of loss considered
for an acknowledgment (ACK)), each ACK during the congegt.i.d and correlated). Section IV presents a unified analysis for
tion avoidance phase is assumed to cause the window sizéh® case of i.i.d. as well as correlated loss. Section V describes
be incremented by one with a certain probability and the packbe simulation set-up and presents representative validation

C. A Unified Model for Various System Parameters
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results. Section VI contains final remarks and concludes by TABLE |
outlining possible suggestions for future work. DEFINITIONS OF VARIOUS PARAMETERS USED FORCOMPUTING THE
REWARD AND TRANSITION PROBABILITIES
II. AMODEL FORTCP CONGESTIONAVOIDANCE Parameter | H=A4 |H=B
. . j I T ' wi—w?
This section introduces our abstract system model, the model t(wr, wr, H) (wp —wr) o
for TCP congestion avoidance, previous well-known analytic tn(wr, H) T(\/uﬁ +2n — wy) ﬁ
characterization of TCPs behavior for ideal channels and our nlwr. wp—wy wp—wj
n(wr, wp, H) 5 .

model for TCPs bursty nature. The section is essential for fol-
lowing the notation in the rest of the paper since we introduce

most of the notation and definitions of various terms. TABLE I
DURATION AND NUMBER OF PACKETS SUCCESSFULLY TRANSMITTED

DURING THE TYPICAL CYCLE
A. System Model

Consider a mobile host (client) connected to a host (server) Parameter | p<1 l p>1
in the wired backbone via a last-hop wireless link. We assume ta t(wy/2,uT, A) 0
that the wireless link constitutes the bottleneck on that path and ‘s t(uT, wp, B) | t(wp/2, wp, B)
that the remainder of the connection through the network can Na n(wp/2, uT) 0
Np n(uT’, wp) n(wp/2, wp)

be simply modeled as a constant delay. The round trip time
for a TCP packet is the time elapsing between its release from

the source and the reception of the corresponding acknowledg-) gxcept for an initial slow-start phase at the beginning of
ment (ACK) for a successful transmission, (for simplicity, it the session, the congestion window size shows a periodic
is assumed that ACKs are not lost, as is reasonable for sym- o o|ution. Each cycle starts with window siz8(t/) =
metric links with cumulative TCP ACKs) excluding processing w,/2 and continues in congestion avoidance phase until

and queueing times at the wireless bottleneck link. The wire- 4 puffer overflow atw whereupon the window is halved
less link has a raw capacity @f packets/s and buffer siz8 t0 w, /2 !
p/2.

packets devoted to the connection of interest. This could arise,, Assuming fast recovery and retransmit options imple-
for example, in a time-division multiple-access (TDMA) system mented [18], no delayed ACKs, and sufficiently large
with static bandwidth assignments or in the case of a congested | \indow size packet(s) lost due to a buffer overflow is
last-hop connection from a (mobile) user to an ISP ([17]). (are) detected via TD. Hence, no TOs take place, and
DefineT = 7+ 1/ to be the time (in seconds) betweenthe  ihe TCP Reno session remains in congestion avoidance
start of a packet transmission and reception of a corresponding during the lifetime of the session.
ACK, excludingany queueing delays in the buffer. Thery 3) In congestion avoidance, the window increase is either
is the bandwidth-delay product and the rafio= B/(uT) is sublinear QO(v/4)) if w,/2 > uT, or a combination of
the normalized buffer size by the bandwidth-delay product. Let  |inear followed by a sublinear increaseuif, /2 < T
w, denote the maximum number of packets possibly in transit  The |inear growth is calledongestion avoidance phase
between the source and destination (including the packetsinthe A \yhile the sublinear phase is calledngestion avoid-
link buffer); thusw, = B+pT = pT'(5+1). This basic model ance phase B

or some variant has been used in [3]-{5], [7], [8], and [12]. | &t 7 — A () denote the congestion avoidance phase A (B)
L andw; andwy (nonnegative integers withy > w;) be the ini-

B. TCP Operation in Ideal Channels tial and final window sizes during a congestion avoidance phase;

The window-based congestion avoidance mechanism tiw;, wr, H) the time taken by congestion window size to in-
TCP/IP [17] acts as a self-clocking regulator based on receiv@ease fromw; to wr during the congestion avoidance phAse
feedback (or lack thereof). In this paper, we assume the readeassuming no packet losses. Tiié packet sent during this in-
familiar with the window adaptation mechanism of TCP-Renderval n(w1, w2, H) is associated with,, (w;, H), the time of
the two modes of window increase; slow start and congestitansmission; e.gto(wr, H) = 0,t1(wr, H) = 1/u.. ., etc.
avoidance, the two modes of packet loss detection; receptiorisfing the derivation in [12], these parameters are easily com-
multiple (typically four) consecutive ACKs with the same nexputed and are summarized in Table I. Lgtand¢g denote the
expected packet number (abbreviated as triple duplicate or Tdjration of the congestion avoidance phases A and B, and let
or timer-expiry (time outs, abbreviated as TO) and the binary4 and Ng denote the corresponding number of packets suc-
exponential backoff algorithm. We assume the receiver sermsssfully transmitted during these two phaseszt)et t4+tp
an ACK for each packet (i.e., no delayed ACKSs). denote the duration of a cycle ang = N4 + Np the number

It is well-known that, for ideal channels (i.e., no randonof packets successfully transmitted during the cycle. Then,
packet loss), TCP exhibits a periodic evolution [12]. ¥et 0  tg5,N4, Ng, andn, can be expressed in terms of the parameters
denote the time of establishment of the TCP-Reno session unidefable | for the two cases ¢f (5 < 1 ands > 1) as shown
consideration.W (¢') and W,,(t') represent the congestionin Table Il. The parameters in Tables | and Il will be used in the
window size and the slow start phase threshold at timand analysis later in the paper.
A(t") is the current timeout value. The main observations for Note that in all the above expressions, we only consider time
TCP Reno window evolution can be summarized as follows. instantst’ whereW (') is discrete. This allows us to use a dis-
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crete analysis of the window size rather than a fluid approx-  work we assume that, = 0, p; = 1, i.e., a packet
imation, which is well-known to render more accurate results  is successfully transmitted only if the channel at the re-
(e.g., see [10] for a quantitative discussion of the effect of fluid ceiver remains in the good state for the duration of the
based approximations in TCP modeling). Since TCP maintains  packet reception, otherwise, the packet is lost. Note that
integer valued window size and number of packets, all the ex- this approximation can be further refined by considering
pressions in Tables | and Il for these parameters that include the specific link layer detector that typically averages/in-

fractions are replaced by the appropriate integer vallidor tegrates the received signal over a packet duration prior
number of packets and] for window size. to declaring reception/loss.

Such a channel state model has been justified by earlier work
C. TCP Burst Model notably [5] and is widely accepted for transmissions from a base

_ ) ) . .. station to a mobile surrounded by scatterers. The model for suc-

For clarity (_)f presentation, we mak_e the following definitions,e 5| transmission in the good state and unsuccessful trans-

_Def. 1—Window RoundA TCP window round (or round, mision in the bad state is based on the fact that the performance
simply) for a window of sizev, is the time elapsed between they ot jink-layer error correction or detection codes is good if
congestion window successive increments fromtow; +1.1f 4o gignal power is above a certain threshold, while it deterio-
puis the packet transmission time, then the duration of the roupgdes ranidly once the signal power falls below the threshold.
during the C(_)ngestlpn avoidance phase Ais equal o1/ Given this power threshold and the Doppler frequency, the du-

and congestion avoidance phase B is equélig /u. ration of the good and bad states are modeled as some (usu-

Def. 2—Busy Period of a RoundA busy period of a round ) exnonential) random variables whose means can be esti-
wy is the time duration, from the beginning of the round, during, e 4 sing the fading model. This results in the above two-state

which TCP sender is busy transmitting packets; equivalently tag,nne| model that is widely used for performance predictions.
duration when all packets during this round are transmitted. TF—‘Sr instance, for fading with 10 Hz Doppler frequercgup-

duration of this period is equal t: /. _ pose that the bad state corresponds to a signal power less than
Def. 3—ldle Period of a Roundtn a window roundws, if 11 4B phelow the nominal signal power. This can be used to de-

wi < uT (i.e., congestion avoidance phase A), then an idig, e that the mean duration of the good state is roughly 100 ms
period of duratioril’ — w, /i terminates the round. and that of the bad state is roughly 10 ms.

Thus, our burst model for packet transmissions within eachyie that a difficulty with the above model is that it cannot

Windqw round during the C(_)n_g_estion avoidance can be fu'_l}'e directly translated to packet loss statistics. For example, the
described by the above definitions as follows. TCP transmg%rage good duratioR[X;] doesnot correspond to the av-
packetin bursts, the length (expressed in number of packetshpl e o ccessful packet transmission time (similarly for the av-
each burst of /packets is equal to the window size. Each rougd, e haq duration)— a visit to the bad state may not incur any
for which W(#') < pT' (congestion avoidance phase A) CONg, et Josses if the TCP session does not attempt to transmit
Sists (_)f a bl_JSy period followed bY an |dle_ penod, the duration gackets during this duratioMe underscore this fundamental
each is defined above. As th_e window size increases _(a_ssunmt since it appears to have been missed in some previous
no packet losses), the duration of the busy period within eaghy,_he channel state evolution is independent of TCP dy-
rou_nd increases (and the durathn of the idle period decr'easg;g}nics butot vice versa A one-to-one correspondence only
until the window reachegT’, at which point the whole duration 4 it TCP is continually transmitting packets (i.e., the case
of the round is consumed by packet transmissions. When the, fully utilized link).

window size exceedsT’, the duration of the round increases in - o ftyre reference, we introduce the (long-term) fraction of
steps ofl /i for each window increment in excessdf'. time the channel spends in the bad statgiven by

EY]

[ll. CHANNEL MODEL f=—r—7—.
E[X]+ E[Y]

)

The wireless channel is modeled by a continuous time, two-
state alternating procedsS(¢')|t’ > 0} taking valuesk = 0
(good) or 1 (bad) with properties that: V. ANALYSIS

1) when the channel leaves one state, it will enter the otherwe start the analysis by identifying the key characteristics
state with probability 1 (i.e., an alternating process); of TCP behavior as they relate to an underlying lossy channel
2) the durations of time in the good state, den¢fédi = motivated byns-2 simulation traces. Subsequently, we describe
1,2,...}, are i.i.d. with known exponential cumulativea semi-Markov process that closely models this TCP behavior
distribution functionF'y (=) and mean[X;] = 1/(Xo);  within a number of well-motivated approximations. A Markov
3) the durations of time in the bad state, dent¢di = renewal-reward approach is then applied toward deriving the
1,2,...}, are i.i.d. with known exponential cumulativesteady-state window distribution and goodput.
distribution functionFy-(y), meanE[Y;] = 1/(\1), and
independent of th¢ X };
4) in each of the states, the packet loss mechanism is that

Qf a discrete me.rr-]pryless (packet) Chann_el_’ Wi.th re.SpeCZThe rate of channel variations is characterized by the maximum Doppler
tive loss probabilitieg, and p;. For simplicity, in this frequency.
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20 T T T T T . . . .. . .
congestion avoidance with an initial window size equal to one.

The bad state visit labeled visit 1 is of a very short duration and
results in a short burst of packet losses which is detected by a
TD. The subsequent bad visit (visit 2) is long enough to cause
aToO.

Note that due to the bursty nature of TCP source, a visit to
41 the bad state does not necessarily result in a packet loss, since it
may occur during the idle period of the round (for simplicity, this
assumption was made in our earlier work [14] resulting in lower
model accuracy, especially for the case wheke 1). This does
not take place in the simulation trace since all bad states are of
relatively long duration. Finally, the simulation trace in Fig. 1
shows only channel induced losses. However, queue losses may
5 also take place if the window size reachgs such queue losses
do not occur in the reported trace since the window does not
e| reachw, due to frequent bad state visits.

— State(Good=0)
—O- Window (packets
181 1
sampled

Bad state visit2
Bad state visit1
unsampled

sampled

L L I L 1 L I L
16 16.5 17 175 18

0
155

B. Modeling Approach
Fig. 1. A simulation trace for the window size and channel state against time
using the channel-driven loss model implementations2. (» = 100, 3 =
8.0, 7 = 0.01s, B = 16 packets w, = 18).

TCPs dynamics exhibit a large amount of memory. For ex-
ample, TCPs algorithm for setting the timer-expiry period’)
retains all RTT samples since the start of the TCP session. The
memory is also evident in the delay in TCPs TD algorithm,
which depends in a nontrivial way on the specific location of
the packet(s) lost within a window round (e.g., see [18]).
Correlated loss channels are characterized fiyite (as op-  In order to track the joint “TCP/channel” evolution pre-
posed to infinitesimal) bad state duration; consequently, packglely by a Markov random process (i.e., a process in
losses can occur in bursts (as well as in isolation). In this cagghich the future evolution is completely determined by
packet loss detection occurs both via TDs and TOs. For suffre current state), one needs to define a procegs) =

ciently high loss rates and/or small congestion windows, TQS (/) W (¢'), W, (¢'), A(#'),T(#)), whereI'(#') denotes the

may occur even for i.i.d. loss. While these observations holgge” of the round (i.e., the time elapsed since the beginning

in general for any wireless (correlated) loss model, we identif the current round). Clearly, this produces such a large state
the followingadditionalkey characteristics forachannel-drlvergIoace as to render the approach impractical.

loss model. Our analysis is based on applying Markov renewal-reward

1) Channel visits to the good state during which TCP trangreory based on the following approximations to the actual
mits packets (i.e., contribute to TCPs goodput) are “sanfrcp/channel evolution.

pled” good_ §tates. . . 1) The delay between a packet loss event and its detec-
2) Channel visits to the good state during which TCP does tion—of the order of one half of a RTT for a symmetric

not attempt to transmit packets are “unsampled” (or link—is neglected. This results in a slight overestima-

skipped) good states. . o :
3) Abad state visit may resultina TO, TD, or no packet loss tion of the goodput,_m pr_actlce,_the number of packets
successfully transmitted in the interval between packet

(NL). loss and its detection may be also lost and hence may not
4) In addition to channel induced losses, buffer overflow contribute to the goodputy Y
may also take place if the window reaches : - .
y P We assume onlgne bad state visit per rounghich suf-

Most of the above characteristics are evident in s p hen th d and/or bad state durati -
simulation trace Fig. 1. Initially, the channel is in a (sampled) ices when the good andjor bad state durations are suftl-
ciently long. For multiple transitions between good and

good state and TCP is successfully transmitting packets. A _

sufficiently long bad state duration follows, causing a loss of ~ Pad states during the same round (as when the state dura-

enough packets to trigger a TO and, hence, a retransmission of 10ONS are short), our model provides a lower bound since

these packets. However, these packets are also lost since the Such multiple bad state visits are reflected in our model

channel remains in the bad state. Notice that TCP has to wait @S Visits to different rounds. Further, our model provides
a closer match to Reno than New Reno version, since

for the next TO before attempting to retransmit again. During

this time, a channel visit to the good state may not be detected New Reno treats multiple losses within the same window

resulting in an “unsampled” (or skipped) good state. Due to  round as only one loss. However, our validation exper-
iments considered the case where this assumption is not

TCPs binary exponential backoff algorithm (see Section Il . _ _ .
for a summary), the timer expiry value upon each consecutive  Vvalid, and we found our analytical estimates to still be rea-
sonably accurate.

TO doubles (up to a ceiling value), hence allowing for longer

A. Key Characteristics of TCP Over a Channel-Driven Loss
Model

2)

duration good states to be skipped. In the simulation trace in3)
Fig. 1, three good states are unsampled. The next good state has
sufficient duration to be sampled, and TCP enters again into

We assume the timer expiry value at the end of a sampled
good state, i.e.A(ws) is completely determined by the
window sizews. In reality, A(¢') is based on a smoothed
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estimated of the RTT using an exponentially weightejdist after a good state is first sampled form an embedded MC (of
moving average—thus effectively having memory fronthe semi-Markov process). Similarly, the sequefid& }52_, of

the start. Our assumption is motivated by well-knowthe process defined just before a sampled good state terminates
simulations that show that for fine-grained timefst’)  (or, equivalently, an effective bad duration starts) form an em-
approaches the true RTT for slowly varying RTTs (e.ghedded MC. The former is called the “good” MC and the latter
[19]), i.e., A(t') is close to the current RTT for suffi- is called the “bad” MC.

ciently long sampled good states. Thus Notice that each of the previously mentioned approximations
to the actual TCP process is necessary for above embedded
processes to be Markov, and the inclusion of any of the ap-
proximated behaviors is only possible at the cost of increasing
ReducingA(t') to the most recent window size valuestate space (i.e., the dimensionality) of the resulting embedded
preserves the embedded MC description complexity toviCs—this proves to be unnecessary as shown by comparisons
minimum. againsins-2 simulations of the actual TCP process reported in
Instead of keeping track of the exact instant within gection V.

window round (i.e., age) at which a sampled good state Three quantities associated with the embedded MCs are of
ends (by visiting a bad state), we assume an origin of thfterest.

bad state duration gpiformly distributed over the'd.uration 1) E[N|W, = w,], the expected number of packets suc-

of the round. Specifically, lef'(w;) denote the origin of
the bad state duration, conditioned on a visit to the bad
state during the round. Then

Fr(v|wz) ~ U (Qmax (T./ @>}
w

whereU (a, b) denotes the uniform distribution.

Following a TO, TCP-Reno reverts to slow start, where

the window is set to one and the slow-start threshold is set

to half the window size at which TO is detected. If further

TOs occur, the threshold window will be successively re-

duced toward the limit 1. We assume that upon a single 3

TO event, the window is set to one and that TCP-Reno 3 sampled good state and the beginning of the following

immediatelyenters the congestion avoidance phase. This  5pe (i.e., the average effective bad duration).

is equivalent to approximating the slow start phase in the e definethe typical cycleas the time duration between two

case of asingle TO by a linear window increase instead génsecutive buffer overflows between which no bad state visits

an exponential increase; the impactis a predicted goodpiike place. Aratypical cycleis the duration upon first sampling

slightly less than the true. a good state in which the window increases from a starting value
The above approximations render an idealized TCP procegs,, until w,. Thus, between any two consecutive sampled

that is a close replica of the actual one. This new processgiod states, TCP-Reno starts by entering the atypical cycle; de-

effectively modeled as a semi-Markov process for which twgending on the duration of the good state, one or more typical

embedded Markov chains (MCs) can be identified and analyzggtles (buffer overflow events) follow until the subsequent visit

with a minimal number of states, as presented in the following the bad state.

subsection. Theranges off (8 < 1 andg > 1) are considered separately

for the purpose of computing the various parameters of interest

due to the differences in the typical cycle (for> 1, the typical

cycle consists of a congestion avoidance B phase only). Also,

is first sampled. Then the remaining time in the good states  for each range ofs, the cases ofv; < puT andw; > uT

also exponentially distributed with paramelgr by the memo- are considered separately due to the differences in the atypical

ryless property of the exponential distribution. Conditioned azycle (forw; > pT’, the atypical cycle consists of a congestion

the value of,,, the window size evolution until the sampledavoidance B phase only).

good state terminates (due to a visit to the bad state) is com-

pletely independent of the past. Let the window size at the end# Calculating Conditional Reward [N [W,, ]

the sampled good state b, . Then, similarly, conditioned on  The derivation for3 < 1 is presented here and that for> 1

the value oW/, the future evolution of the congestion windowg|lows in a similar fashion:

is independent of the past. The duration of time between succes-

A(ws)

)

1
—max(wq, uT).
"

4)

cessfully transmitted (the reward) during a sampled good
state given that it started at a windaw . Packet trans-
missions/retransmissions during the effective bad states
have zero contribution toward TCPs goodput and thus the
reward during an effective bad duration is zéro.

P[W,41 = w3|W,, = w] (denotedP,,, ., ); the proba-
bility that the next sampled good state starts at a window
w3 given that the previous sampled good state started at
a windoww1, or equivalently, the transition probabilities

of the “good” MC. Also of interest is?[W,, , ,|W,], the
transition probabilities of the bad MC.

E[U], the expected duration of time between the end of

3
2)

5)

C. The Embedded MCs
Let W,, denote the window size at the instant a good skgte

sive sampled good states may include multiple unsampled good
states in addition to bad states. The latter can be lumped into a

single “effective bad duration,” denotdd, for analytical pur-
poses. Sinc&; andY; are independent;, andU,, are also in-

E[N|W, = w] = i Pr[N > m|W,, = w]. (4)

m=0

3While the focus in this paper is on calculating the goodput, it is also possible
to calculate the throughput by computing the (small) reward during the effective

dependent. Thus, the sequer&E, }°°_; of the process defined bad duration.
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Consider the case; < p7. During an atypical cycle) < Window

m < n(wy, pT, A) and0 < m < n(pT,w,, B). For thejth
(where0 < j < o0) typical cycle, the number of packets sent w2
satisfy0 < m < Ny and0 < m < Ng. Hence, in terms u
of the complementary distribution function &f, i.e., F'(a) = '
PriX > a]

Wo . ;

n(wy,pT,A)—1

s1(w1)= Z Fltm1(wi, A)] § Y '
m=0 X ~ y
n(pT, wy,B)—1
+ > Flt(wy,pT, A) + tga (uT, B)] T
m=0
oo NA—l w
_ ) w,
+]§ > Flt(ws, wT, A)+ ity + s (2, 4))] “

oo Np-—1 .
_ . Window
+ Flt(wy, pT, A)+ G+ 1)ty +tmp (1T, B)]

7=0 m=0

Time

(5) -

where we introduce, (w ) for notational convenience. The first 2
term in (5) represents the probabilities that the good duration Wy
exceeds the time required to semd< n(ws, T, A) packets
during the congestion avoidance A phase of the atypical cycle. Y
The second term represents the probabilities that the good dura- ‘
tion exceeds the time required to semdvy, u7, A) < m < :
n(w, pT, A) + n(uT,wy, B). The remaining two terms are 1 T
computed in a similar fashion.

The resultforw; > uT, denotedss(wy ) is similar to (5), with
the difference that the atypical cycle consists only of congestion Time
avoidance B phase. Combining the two cases (b)

Fig. 2. Sketch of two cases (far. < p1") where the visit to the bad state
Ss1(wq wy < puT (a) does not result in any packet loss and (b) results in packet losses that are
BN, =] = { 001 S ©®)

2(w1) wy > puT detected by TD.

occupied by packet transmissions. It follows thétvs ) is uni-

E. The Transition Probabilityr[W, |W,,] formly distributed in[0, 7] [see (3)]. LetPxy(w-) denote the
Computation ofP,,, .,, follows the same steps as above fofonditional loss probability. Using Fig. 2(a)

the reward, i.e., we also condition on a sampled good state at s
w, and depending o/ the visit to the bad state can take place PNL(wz):{ fvzf—f Fr(y)Fy (T — v)dy, w2 <uT e
while the window size isv, during the atypical cycle (only if wy > pT.
we > wi), Or during any of the followind) < j < oo typ-
ical cycles. This can be expressed in termg7¢f), where we ~ For the TD case, first note thatif, < 4, any packet loss

introduceF(a(wQ)) = F(a(ws), a(wy + 1)) = F(a(ws)) — will result in having less than three packets in transit and, hence,
F(a(wy + 1)). For example, for the cagé < 1, w; < w,/2 cannot possibly generate a TD. Next, considex w; <
andw, /2 < wy < w1, Py, w, = ﬁ’(t(whw% A)). uwT—then a TD will take place only if less tham, — 3 packets

are lost from the round), and at least three packets are trans-
E. Outcome of a Visit to a Bad State mitted successfully thereafter. This yields (referring to Fig. 2(b)

. . . for the case o8 < < uT
As mentioned earlier, a sampled good state terminates upon a wz < 1)

visit to a bad state with three possible outcomes—no packet Iosg;TD (ws)
(NL), packet loss(es) that trigger a TD, or packet loss(es) that .

we < 3
trigger at least one TO. This subsection evaluates the probability | / wamd
of eqch Qf these eyents, c.onditioned on the sampled good stat ] Fy |:w2—3 _ ,y} dFr(v) | Fx [ﬁ} 3<wy <uT
terminating at a window sizes. ~Z0 K s
The NL case occurs only if the subsequent bad state is suf- wa3l = I3
ficiently short and takes place during the idle time of the Fy [ I ] Fx [ﬁ} ;o wp > uT

round. This impliesvy < T, otherwise the round will be fully (8)
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. U
Finally wit)

Pro(ws) =1 — Px.(w2) — Prp(ws) ©

First TO

Wy

Second TO

G. Trans. ProbPr[W,, 1|W,] andPr[W] | |W}]

: Third TO
The calculation ofP,, .,, follows directly from the above ™ AN PZARYA Wy
derivation: | ; TR \
. 7 P I
Pxp(we), if ws = wo ' v v
Puywy = § Pro(ws), if wg =3 (10) i~ Ui=u i+

PTo(w2)7 if ws = 1. (=1

SincePr[W,, 1 |W,,, W] = Pr[W,,;1|W]], we have Fig. 3. Sketch of TCP behavior for a case with multiple consecutive TOs.

wy,

Pr[Wyhi1 = w3|W,, = wr] = Py wy = Z Py ws Puwsws  is successful, TCP will resume its transmission, else, another
wy=1 TO will take place followed by a retransmission and the timer
(11) expiry will now be set to4A(ws). This doubling of the TO
expiry period continues up A (w;) after which it remains
H. Steady-State Window Size Distributiongw) and(w) co_ns_tant. Thi_s process_of timer expiry and unsucce_ssful retrans-
o mission continues until TCP successfully transmits a packet
The steady-state distribution, (w) of the “good” embedded an the effective bad state, hence, terminates (see Fig. 3).
MC {W.},_, (describing the window size at the beginning | et 7 denote the time duration spent in a sequence of one
of a sampled good state) can be easily numerically evaluaigdmnore TOs. Then, the exact number of TOs can be calculated
using MATLAB routines for solving the eigenvaltiproblemof - from 3 transient analysis of the two state MC by sampling the

the matrix of transition®r[W,, ,1|W,] (derived above) for dif- \c state at a rate equal t(ws), 2A(ws), . . ., 64A (ws), . ..
ferent values of\g, A1, i, 7, andB. Similarly, the steady-state

distributionm, (w) of the “bad” embedded MGW/ }>2 , (de- Ps =Pr[S(l+6) =0[S(l) = 1] = Pr[S(6) = 0[S(0) = 1]

scribing the window size at the end of a sampled good state- or _ 1-f) (1 _ e—()\0+A1)§) (13)

equivalently the start of an effective bad state), is numerically

evaluated. where we used the memoryless property in (13) together with
. ) a first order analysis of the transient behavior of the channel

. The Average Eéctive Bad Duration two-state MC [21]. We usa instead ofA (w-) in the following

Consider a sampled good staterminating at a window size derivations for notational convenience. From (13)

W/ = ws. Let A(wy) denote the timer expiry at the end of the

sampled good state. The three possible outcomes of the bad state Pr[Z = A] =Pr[S(A) = 0[5(0) = 1] = Pa 14

visit and the associated probability of each were derived in the Pr[Z = 3A] =Pr[S(2A) = 0|S(A) =1,5(0) = 1]

Pr[W) . |W}] can be computed in a similar fashion.

previous section. The effective bad duration will be equal to the =PA(1—Pp). (15)
current bad duration in the first two cases (i.e., NL or TD) and
may exceed it in the third case. where we used the Markov property in (15). In general, the p.d.f.

The average effective bad duratidi{U] is related to the of Z can be computed just as in (15) and the resulting expres-
conditional expected bad duratioR$U |NL, w,], E[U[TD,w,] sionsareincluded in [22]. Consequentfl/ |w;, T0O] = E|[Z]
and E[U|TO, ws] via can be computed in a closed form (notice that the calculation in-
volves simple sums of geometric sequences). Finally
E[U|w2] :El[l]|N|_7 wg]PNL(’U)Q) + E‘[U|TD7 ’U)Q]PTD(U)Q)

Wp

+ E[U|TO, ws] Pro(ws) (12) ElU] = Y E[Ulws]mo(ws) (16)
The calculation of the first two terms is straightforward wa=1
since we observe thab[U|NL,ws] = E[Y|NL,ws] and wherer,(w,) is derived in the previous section.

E[U|TD,ws] = E[Y|TD,ws]. We now proceed to derive
E[U|TO, w,]. First, observe that the delay between the visit td. Proportion of Sampled Good States Terminating With NL,
the bad state and the timer expiry is equalN@us). Upon the TD, or TO

first TO, TCP will retransmit the packet, set its timer-expiry

. ) el It will be of interest to find the expected probability that an
period to2A(ws) and wait for ACKs. If the retransmission

outcome of abad state is NL, TD, or TO. These can be computed
4See Perron-Frobenius Theorem [20]. in a straightforward fashion as

5In [14], an analysis of the effective bad duration was performed by 1) as- w,
suming thatA (w» ) = 7 + B/u independent ofv, and 2) assuming that when
y < A(ws), packet loss will be detected by a TD. Obviously, these two approx- E[Pxi] = E[Pxp(W2)] = Z Pxr(w2)my(ws2) (17)
imations are not true, but were made in order to arrive at a closed form solution wo=1
for E[U]. Here, we provide a more accurate analysis that does notrequire either
of these mentioned assumptions. and similarly forE[Prp| and E[Pro)].
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1 T 5

K. AverageGoodput s
E[N]i ted f 09 =
[N] is computed from //{/
w 0.8 - -
E[N] =Y E[N|W, = w]ry(w) (18) o7t ]
w=1

0.6

Hence, by application of Markov renewal-reward theory, the a2

205
o

erage goodput 8

—+— Analysis
~&- Simulation

0.4F

EIN] ! (19)  ost

P EVI+EU]

0.2

0.1f
V. MODEL VALIDATION AND DISCUSSION

0
In the previous section, we performed a number of approy ' o £ 10 1o

mations to the actual TCP process in order to arrive at what we
called an ‘idealized’ process, which is semi-Markov—hence ehid. 4. - Throughput comparison for the random packet loss gase (100
abling the application of tools from the Markov renewal-rewar@‘icﬁggsbl)s.ﬂ =127 = 01s, B = 13 packetsw, = 25packetsk =
theory. In this section, we evaluate the accuracy of the resulting
analytical model by comparing its results against measureme '
from the actual TCP process, as implemented in the well-knov |

network simulatons-2 [16]. Pogy fOT 1=10%
081

T
Pesil for f=1%

A. Our Implementation of the Channel-Driven Error Model ;L
in ns-2
0.6

The original two-state error model implementechs2 uses - =1%

packet reception as the clock for advancing the (two-state) Ngost
representing channel state. Hence when packets are not b
received (e.g., due to TO at TCP sender), the channel statt
“frozen” contradicting reality. Accordingly a new two-state con osf
tinuous-time Markovian model was introduced by redefinin
the packet dropping mechanism in the files “errmodel.cc,” “e
rmodel.h,” and “ns-errmodel.tcl’—these files and simulatio o1}
script are available at[23]. A “receive” procedure is called evel . ‘ .
time a packet is scheduled for reception at the destination. o 10° 102 107 10° 10
the originalns-2 implementation, the “receive” procedure 1) de- EYL (=10 B
cides whether the packet is to be dropped, depending on 5. Throughput comparison for the correlated packet loss gase 100
current state and 2) advances the two state MC in time by Ragkets/sj = 4.0, 7 = 0.1s, B = 44 packets w, = 55 packetsk =
amount equal to a packet transmission interval. Our implemesn*— 10°0).
tation modifies the above procedure as follows: 1) advance the S
channel state from the time the last packet was processed ugtiModel Validation
the time the first byte of the current packet is received (possiblyFig. 4 presents a representative comparison between the anal-
involving multiple visits to good and bad states); 2) advance tlysis results and those obtained by simulation for the i.i.d. loss
channel state in time until the packet is completely receivecse (i.e.E[Y] set infinitesimally small) fo3 > 1. The figure
and 3) the packet is successfully received only ifcthannel re- shows that the model provides accurate goodput predictions for
mains in the good state during the entire duration of the packatwide range df[X]. We note that for high loss rates (small
reception timeotherwise it is dropped. E[X]), the analysis results slightly underestimates the goodput.
In the simulation, an FTP application is used as thehis is consistent with the expected impact of the approxima-
TCP-Reno source and a sufficiently long session is usedttons 2 and 5 in Section 1V-B. Further, for low loss rates, the
guarantee the steady-state is reached, i.e., simulation tiamalytical results slightly overestimates the goodput, as antici-
is set to be at leashax{100¢,,100E[X + Y]}. TCP-Reno pated due to the approximation 1 in Section IV-B.
parameters are set to their default values, a packet siz€ of Fig. 5 contains a representative comparison of goodput for
(in bits) and a raw channel capaci€y (in b/s) are specified the case of correlated packet loss showing plots of the goodput
in each simulation, wherg = C/K. The maximum receiver against the average holding time in the bad sfafg], which
advertised window was set to a value higher than We equalsE[X](f)/(1 — f). Two curves are shown fof = 1%
assume fine grained timers withpT'ick set to 0.01. and 10%, where on any curve, the valuefas kept fixed while

—©— Simulation|
—— Analysis

0.4

0.2
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allowing E[Y] and E[X] to vary individually. As in the case of
i.i.d. loss, we also notice that the model results slightly undere o.9
timates the goodput for the case of snia]l’] (approximations
2 and 5 in Section IV-B) and slightly overestimates it for larg
E[Y] (approximation 1 in Section IV-B). The case gf< 1
results in similar model accuracy and is omitted due to spa
considerations.

In order to validate the analysis for an even wider range £ Sos
parameters, a total of 100 experiments were performed in th,,
the parameters were chosen randomly as follows.

0.7

0.6

ions

0.3

» Packet size( € {0.5,1, 1.5} kB (equiprobable).

Raw link capacityC' € [1,1000] kb/s, uniformly dis-
tributed. Thusy, = C/K. These values reflect typical
values found in today’s networks for wireless links capac
ities and TCP packet sizes.

5 < wpI'" < 20. The end-to-end propagation and pro
cessing delay is chosen such thatl" > 5 since our ana-
lytical results are not accurate for smaller bandwidth-del
products due to the discretization of the window size (see

Section V-D).

0.2

0.8

353

L

0.6

!

0.7

0.8

0.9

0.5
Analysis

0.4

. 6. Throughput from simulations versus analysis for the 100 randomly

ected experiments.

8
8 = u[1.0,2.0]. This range represents well configured
buffer sizes (ideallyp = 1.0), but the analytical results are
also validated for higher/smallgr(see previous results in
Figs. 4 and 5).
E[X] = u[T,50T]. The average good duration is ran-¢
domly chosen to span a wide range from 1 to 50 times ttg s
minimum round-trip delayl’. Notice that this range does 3
not guarantee that assumption 2 in Section IV-B hold"
w.p. 1 For example, whe®’[X] = T, the average good §
duration is less than the duration of one round at leaig®
1—e~! = 63% of the time. Nevertheless, we will see that°
the analytical results still give good results, as discussé 2
in Section IV-B.
f = 1]0.001, 0.30] The above choice represents the rang
of most typical wireless access links.

7

6

E[U]

ver

1+

~o- E[X]-0.08
—— E[X]=0.05

......

0
After selecting 100 parameter sets according to the ste °

above, five simulation runs (with randomly selected simulation

0.05
Average bad duration E[Y]

0.1

seeds) are performed for each parameter set, during whidgh 7. The averageffectivebad duration can be many times the average value

the steady-state throughput is measured and the averag
these five runs constitutes the result of each experiment which

é)fg)'e actual physical channel bad duration.

we plot against the analytical result as shown in Fig. 6. The 84% of the experiments, the normalized error (i.e., deviation
duration of each simulation run is set long enough to guaranteermalized to the simulation result) is less than 10%.

steady-state operation. While there is no easy result for the

appropriate run-time required for a simulation, a good heurisi. Observations

(which must be checked by comparing the deviation between
the different simulation runs) i$000 max(t,, E[X + Y]).
Clearly, one of the major reasons for pursuing such advance
modeling as in our work is the significant savings (about two
orders of magnitude) vis-a-viss-2 simulations that typically
took hours.

The validation figures show that the analysis matches those
of the simulations with reasonable accuracy, since the points lie
close to the ideal 45line, even though we have experimented
with parameter values that do not guarantee the validation of
our assumptions. An analysis of the error in the 100 simulations
show that in 99% (i.e., 99 of the 100 experiments), the deviation
of the analysis from the simulations is less than 0.1. Further,

* Fig. 7: The behavior of the effective bad duration as a func-

tion of the actual channel bad duration is analyzed. The
experiment parameters afte= 1 Mb/s,7 = 0.1, = 1.3
andK = 1.5 kB (and, hencey = C/K). E[Y] is varied
from 1 to 100 ms in steps of 5 ms. Two curves are plotted
for E[X] = 50 and 80 ms. Ideally, one would hope that
the time wasted (due to idle sender or in transmission of
packets that are lost) by TCP operating on top of a wire-
less link would not exceed that spent by the channel itself
in the bad state. However, as can be seen from the figure,
the effective bad duration can be as high as 30 times the
average bad duation (for E[X] = 0.08) and even higher
(74 times the awage bad duation) for smallerE[X]. As
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5 P, L(Wz)
= Prp(W))
e TO(WZ
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<< E[W_}/10 (packets)
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+—*E[U]
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Window size at the end of a sampled good state (packets)

Fig. 8. The probabilities of different outcomes of a sampled good state as a

function of the window size at the end of a sampled good state.

7000 8000 9000 10000 11000

Packet Size (bits)

5000 6000 12000

Fig. 9. The behavior of various parameters as a function of the packet size for

E[Y] = 0.01 sandf = 1%}.

stated, this factor (skipping of good states as a result of
timeouts coupled with the binary exponential backoff al-
gorithm) is a key contributor to the deterioration of TCP
performance over wireless links.

Fig. 8: The probability that the outcome of a sampled good
state, terminating at a window size, is NL, TD, or TO)
[i.e., Pxp(w2), Prp(we) and Pro(w2)] is investigated:;
each of these probabilities is shown as a function &f

wy < wp, the window size at the end of a sampled good .
state. We use the same parameters as in the previous figure,
but with packet size 500 BF[X] = 0.08, andE[Y] =
0.001. The results are interesting and partly counter intu-
itive (especially the behavior dPro(ws2)). Prp(ws) in-
creases withw, since larger windows increase the chances
of having more than three packets transmitted following
a sequence of one or more packet losdég, (w2) de-
creases withws increasing since the idle period within a
round decreases (until ultimately far, > p1' it reaches
zero) meaning that any bad state visit will result in at
least one packet loss. The interpretation of the behavior
of Pro(w2) requires a bit more care.

1) Initially, (i.e., starting fromw, = 1), this increases
quickly with ws since it becomes increasingly
more likely that a bad state visit incur a packet
loss (Pxr.(w2) decreases) and that loss detection
is likely to occur via TO rather than TD as the
window size is small.

2) As the window size increases further (beyond
4), Prp(w2) starts to increase, since packet loss
detection using a TD becomes more likely. This
causes a decrease in the slopePef,(w-). Notice
that Pro(w2) does not immediately decrease since ¢
Px1(w2) decreases.

3) However, at some pointu, = 10 for this example),
the decrease P\, (w2 ) is not sufficient to prevent
Pro(w2) from decreasing.

4) Forws > uT', increasing the window size has neg-
ligible effect on the proportion of packet loss de-
tection using TO or TD (note thail’ = 26 in

this example). This is always true B[Y] <« T.

This behavior can be analytically interpreted by re-

ferring to (8). Forw, > pT and E[Y] <« T,

Fy[(wy —3)/p] ~ 1. Thus [from(8)],Prp(w2) ~

Fx[3/u] = e=3/WEIXD) = 0.86 as indicated in

the figure. SInCepNL(U)Q) = 0 for wy > uT,

Pro(wy) =1 —0.86 = 0.14.
Fig. 9 presents an analysis of the effect of TCP packet
size. We show that, unlike previous results (e.g., [24]), a
larger packet size always results in a higher throughput,
assuming the same channel fading rate. To show this, we
fix C = 1 Mb/s,7 = 0.1 s and = 1.6, and investigate
the behavior of various parameters of interest for different
choices of E[Y'] andf (only one set of results is shown
due to space limitations). In general, we have found that
increasing the packet size also increases the throughput
in a nonlinear fashion (unlike, for example, [7] and [8]).
This can be explained by observing how other key param-
eters affecting the throughput vary. First, notice that the
average window size at the end of a sampled good state
wy in packets is inversely proportional to the packet size,
as a direct consequence of using larger packets. However,
the window size in bytes (or bits) is directly proportional
to the packet size—thus, the average reward (in bits or
bytes) must also be directly proportional to the packet size.
Second, we observe that, the effective bad duration is in-
versely proportional to the packet size (assuming all other
parameters remain fixed). Hence using (18¢se two fac-
tors combined result in nonlinear throughput increase as
a function of the packet size
Fig. 5 shows that the goodput for channels with memory
(e.g., fading channels) exhibits saturation for a fixeds
E[Y] and E[X] increase (this observation has been also
noted in some previous works, e.g.,[24]). The reason for
this is evident—whenE[X] is sufficiently large, TCP
goodput in the good state approaches that of an ideal
channel, which we denote py..1. Also, since the good
states are long, all good states are sampled. Hence, for
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TABLE I
THROUGHPUT FORDIFFERENT FADE RATES

least linearly with the number of flows, thus limiting the po-
tential utility of this approach without further simplification.
« Limitations: The analysis in this paper assumes that the

Fading | E[X] [ E[Y] | Range p k ) i

Fast 008 |002 | D<RIThm 01501 window size can be expressed_ in terms of “packets”, and
Moderate | 0.8 | 0.2 | R Tmar < D < t, | 0.5367 hence are integer valued. In reality, the_TCP “packets” (more
Slow ] 2 t, < D < 10t, 0.6973 appropriately called “segments”) are integer valued Bytes.
Slow 80 20 | D> 10t, 0.7189 The simulations have shown that this assumption does not
Slow 800 | 200 | D> 10t, 0.7480 have significant impact on the accuracy, mainly because

we assume an infinite reservoir of fixed-size packets equal
to the maximum segment size allowed (typically 500 to
1500 B). However, due to this approximation, our analysis
is limited to cases where the bandwidth-delay produ@t)(

is larger than one. Another limitation is that we assume TCP
maximum advertised window size,, is always greater than
the congestion window. In reality, the congestion window is
limited by the advertised window size which may cause a
throttling of the window size increase; but this can be easily
incorporated in our analysis by simply replaciag with the

a fixed f, peei1 for slow channel transition frequency is
given by
Peeil = (1 - f)pideal (20)
since bad states have zero goodput.

* Tablelll: LetD = E[X]+E[Y]. Anempirical rule for de-
ciding whether the frequency of channel transitions, from
the TCP goodput perspective, is fast or slow (i.e., fast or
slow fading) is to compar® to RTT.x = (B/p) + 7 maximum advertised window, and changing the analytical
andt,. If D < RT Ty, this is a fast fading channel while expressions to reflect the fact that when TCP window size
if D > t,, then we have a slow fading channel and the reachesw,, it stays constant until there is a packet loss.
goodputis given by (20). An example of applying this rule
is shown in Table Ill, which clearly shows the deleterious
effects of fast fading relative to slow/moderate fading on
TCP goodput for the samg. The parameters used were In this paper, a model for TCP operation over a wireless link
p = 100, 7 = 0.01, K = 1 KB andg3 = 8.0. Hence, was presented in which the channel evolution is independent
t, = 1.215 and RT T, = 0.17 and we chosg = 0.2 of the TCP operation. A detailed Markov renewal-reward anal-
(i.e., E[X] = 4E[Y]). ysis for TCPs operation is performed that accounts for both

channel loss and congestion (buffer) loss. The analysis captures
key TCP aspects such as triple duplicate and timeout loss detec-
D. Limitations and Extensions tion and the binary exponential backoff algorithm. It was shown

« Computation ComplexityWhile the analysis in this paperthattimeouts may cause TCP to skip some good states, resulting
did not lead to closed form solution of the steady-stat8 & longer effective bad duration. One way to alleviate this
throughput or average window size, it does provide Simp@oblem lies in modifications to the binary exponential backoff
expressions for the parameters needed to accurately cai@orithm to allow the sampling of the channel while avoiding
pute them. Specifically, the elements of the transitioficreasing the load on the network (in case of true congestion)
probability matrix and reward are essentially expressed W8ichis subject of our future work. Further, based on our model,
the sum of one or two terms, each consisting of products &% results show that it is always recommended to use a higher
exponential forms. Thus, our analytical computations aRacket size for a given fading rate, unlike some earlier works.
much less complex than runnimg-2 simulations. Further, The model was validated against2 simulations for a repre-
the analytical results quantify some important paramete¥gntative number of experiments. Specifically, we explored the
affecting TCP performance (e.gE[Pxy..], etc.) that validity of the model for the two ranges of the normalized band-

would be problematic ims-2 simulations (requires someWidth-delay products (i.e/f < 1andj > 1)andforthei.i.d., as
nontrivial tracing to link the channel information with TCPWell as correlated loss statistics. The channel-driven modeling

window adaptation making the simulation even more tim@Pproach provides a rule of thumb to characterize the channel
consuming). fading frequency based on the number of transitions within one
ExtensionsThe analysis in this paper was directed to TCHyPpical cycle.

Reno. Generalization to other TCP versions (e.g., TCP Vegas

VI. CONCLUSION

[25]) is nontrivial, and would succeed only if a suitable re-
newal-reward characterization (i.e., it is possible to identify
renewal instants at which the future evolution, conditioned

on the current state, is independent of the past) can be found2]

(3]

Another challenging extension of the model is to the case
of multiple flows. An appropriate Markovian description
that accurately captures the interaction between channel

and queue losses in case of a bottleneck wireless backboni!

link (e.qg., satellite links) with multiple flows would be very
useful; however the model complexity is expected to rise at
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