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A Subspace Blind Channel Estimation Method for
OFDM Systems Without Cyclic Prefix

Sumit Roy Senior Member, IEEBNnd Chengyang Li

Abstract—We propose a subspace based blind channel esti-of the CP is chosen for the maximum anticipated multipath
mation method for orthogonal frequency-division multiplexing  spread; for IEEE 802.11a standard, this is 25% of an OFDM
(OFDM) systems over a time-dispersive channel. Our approach ympo| duration, indicating a significant loss in utilization.

is motivated by the resemblance of the multichannel signal model . . .
resulting from oversampling (or use of multiple receive sensors) Additionally, due to the time-varying nature of the channel, the

of the received OFDM signal to that in conventional single training sequence needs to be transmitted.
carrier system. The proposed algorithm distinguishes itself from  The disadvantage of the aforementioned training based
many previously reported channel estimation methods by the channel estimation methods naturally stimulates the search
elimination of the cyclic prefix, thereby leading to higher channel - ¢4 pjing channel estimation methods that avoid the use of the
utilization. Comparison of the proposed method with other two .
reported subspace channel estimation methods is presented bytralnlng sequence o_r even the_CP. Recently, the pl_’esence of the
computer simulations to support its effectiveness. CP has been exploited for blind channel estimation based on
. N second order statistics [2], [3]. These methods use the channel
Index Terms—Blind channel estimation, orthogonal frequency- .
division multiplexing, oversampling, receiver diversity, subspace output.sequencgr_lor to the CP removf':ll and _SUbsequem FFT
approach. operation. Specifically, Heath and Giannakis [2] proposed a
spectrum fitting blind method based on the cyclostationarity
property of the autocorrelation of the received data samples due
|. INTRODUCTION to the CP insertion at the transmitter; this method, however,
NTEREST in orthogonal frequency-division multiplexingsuffers from slow convergence of the estimator. Most recently,
[4], [5] (OFDM) has witnessed a rebirth in the context oai and Akansu [3] developed a noise subspace method by
next generation high-speed wireless/mobile communicatiou#lizing the structure of the filtering matrix introduced by the
systems due to its many advantages—notably, its high specff& insertion; it achieves faster convergence for smaller data
efficiency, robustness to frequency selective fading, as wegicords.
as the feasibility of low-cost transceiver implementations. The main contribution of this paper is a blind subspace
Other than the discrete multitone (DMT) [6] architecture nowhannel estimation algorithm whichvoids the use of the
standardized for xDSL applications, OFDM is being use@P (thus, improving channel utilization) while achieving
for high-speed wireless LANs [7] (target rates 6-54 Mb/g)erformance comparable to [3] with regards to estimator
as well as wireless local loop applications in MMDS bandgccuracy and convergence speed. However, the method requires
(1-10 Mb/s). oversampling or receiver diversity, thereby increasing receiver
Channel estimation is indispensable to achieve coher@st/complexity. Nonetheless, typical oversampling factors of
demodulation and consequently higher data rates. In practiddl= 2 are expected to be reasonable for implementation. Also,
OFDM systems operating over a time-dispersive channelmanimum mean-squared error (receiver) diversity combining
cyclic prefix (CP) (or guard interval) longer than the channdlas already been suggested to improve detection performance
duration is usually inserted in the transmitted sequendg.[11] subsequent to channel estimation.
As a result, the linear filtering by the channel is converted The rest of the paper is organized as follows. A baseband mul-
into a (complex) multiplicative distortion on each OFDMichannel signal model for the OFDM system is introduced in
subchannel in the frequency domain. Appropriate trainirfgection Il. The subspace based channel estimator is developed
based approaches suffice to estimate the channel gainsirb&ection lll, where a sufficient condition on channel identi-
each subchannel as described in [8]-[10]; the estimate dability adjusted from [1] is described as well as a first-order
be then used for gain/phase correction [4], [5]. The lenggrerformance analysis on the estimator. Computer simulations
are conducted in Section IV to demonstrate the performance

) . ) ) of the proposed algorithm with comparison to the two reported
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[I. SIGNAL FORMULATION Assume the composite channk{t) to have finite support
In this section, we describe a multichannel signal model feﬁ ) no longer than the OFDM symbol duratidp;
is |mpI|es that any intersymbol interference (ISI) is only

an OFDM system resulting from oversampling or multiple re
ceiving sensors which closely resembles the model for sm@
carrier system as in [1]. Consider an OFDM system as in Fig
with @ subcarriers ando cyclic prefix extensions. Théth
block of the “frequency domain” information symbols is

tricted to the past neighboring symbol as is generally true for
DM. A synchronized ratd/ /T sampler (i.e., oversampling
factor of M compared with information symbol sampling rate
1/T) afterr(t) yields (form = 0,..., M — 1)

. (m) _ . mT
s(k) = [so(k), s1(k),-..,sq-1(k)]". (1) ri s =rltotil+ 0
For information symbol duration ofl’, the corresponding L mT (m)
OFDM symbol duratiorl, = QT. After multicarrier modu- = Z (to +iT+ ﬁ) T ™
lation implemented by IFFT, the “time domain” output signal
vector is given by wherevgm) = v(to + 1T + (mT/M)).
Define h(™)(1) = h(to + IT + (mT/M)) and
x(k) = [zo(k), 21 (k), ..., 51 (k)] = Wos(k)  (2) (1) = Alto (mT/M))
h(™ = [p™)(0), A™(1), ... K™ (L))" ®)

whereWy, is the@ x @-dimensional IDFT matrix
As mentioned earlier, the (finite support) dispersive channel

1 1_1 _<1Q_1) causes the output( k£ — 1) corresponding to thg: —1)th OFDM
1 1 Wq W 1 symbol to partly overlap with the output for tHgh symbol
Wo=—=|1 W52 Wq @1 x(k); the I1SI affects the beginninty I, samples among thel Q
Q : : samples in the duration frofy + kQT') to (to + (k+1)QT —
i wo@n W,(Q,'l)(Q,l) _T/M), essot:iated with the symb&l_(k)._ForL < @ (which
Q Q is plausible in several OFDM applications), the energy of the
with W = e—i27/Q. ISI samples is negligible compared to that of the non-ISI af-

fected samples. Hence, we process only the ISI-free samples
for channel estimation, i.e., th®/(Q — L) samples over the
interval (to + (kQ + L)T) to (to + (k+ 1)QT — T /M); corre-

Each element ok(k) is then pulse shaped by, (¢) to gen-
erate the continuous time signal sent on the channel

4oo Q-1 spondingly,r™s fori = kQ + L....,(k + 1)Q — 1 where
DN wp(k)gult — pT' — kIL) (3) m = 0,...,M — 1 denotes thenth sampling phase. Thus,
k=—o0 p=0 the received signal for thexth sampling phase corresponding

to transmitted symbak(k) is given by (9) at the bottom of the

. . i (m) (L
A. Multichannel Model for Oversampling next page. Stacking al/ r'™ (k)(m =0, ..., M — 1) vectors

yields
Substitutingls, = QT in (3) leads to .
oo -1 r(k) = [rOT(k), .., £V T (k)]
Yo D mRgut—(p+EQT) (4 HO
k=—oc p=0 = WQ S(l{,) + n(k)
Thus, denoting another subscript index p+ kQ, we identify HO-D
k= |(¢/Q)] (|z] is the largest integer containedihandp = M
¢ modulo@. Then the transmitted signa(¢) can be rewritten —;—’
as = As(k) + n(k). (10)
+oo
z(t) = Z Tq9ee(t — qT) (5) The multichannel model (10) for OFDMithoutCP yields an
g=—oo equivalent filtering matrix4 of dimensionM (Q — L) x Q.

The signalz(t) passes through a dispersive channel witB. Multichannel Model for Multiple Sensors
impulse response(t) and is contaminated by additive white
Gaussian noise (AWGNy(¢), and is input into a front-end
receive filterg,...(t).

Instead of time oversampling, multiple receive sensors
each sampled at rate/T also produce a multichannel signal
g ) _ model. However, in this situation, the signalt) passes
Defining the composite channel filtéi(?) = g:,(t) = ¢() *  ynrough different propagation channels and is received at an
9r:(t) and the filtered noise() = n(t) * gr.(t) wherex de- 550 ¢ 11 sensors. Again assumiri, LT] support for all
notes linear convolution, the received signd) is, therefore composite channels, we obtaiff™) (1) = L™ (t, + IT), and
too h(™) = [p(m)(0), (™) (1),... K™ (L)]" as the discrete time
r(t) = Z zoh(t — qT') + v(t). (6) equivalent channel impulse responses seen byritesensor.
g=—o0 As previously, collecting only the non ISI corrupted OFDM
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Fig. 1. Baseband OFDM system model.

symbols at each sensor and stacking leads to a multichankelo be full column rank also guarantee thatis full column
signal model similar to (10). rank.
Remarks: Assume the user’s transmitted information symbo(#)s to
1) Comparing (10) to the signal model in [1], Fig. 1 is analbe i.i.d., sequences with zero mean and variantéo? can
ogous to a single carrier transmission xfk), where be set to unity, without loss of generality). Also assume that
x(k) = Wgs(k) in OFDM andW, is a unitary matrix. Nyquist pulse shaping is_ employed. For multiple sensors situa-
This suggests the application of subspace channel e§n, the elements af(k) in (10) are always AWGN. Note that
mation approach developed in [1] for conventional singl@is is not true for oversampling with a single receiver in gen-
carrier system for an OFDM system. eral, as increasing the oversampling factor leads to correlated
2) The multichannel signal model is overdetermined whéipise samples. However, for oversampling factod6f= 2,
(M —1)Q > ML. When@ > L as assumed here,the components af(k) areapproximately AWGN, particularly
M = 2 typically suffices to satisfy the necessary condfor systems for small excess bandwidth. Note that the method
tion for the subspace method and is assumed throughtgsented is readily generalized for arbitrary knwwncolored
the paper. noise covariance, as shown in [1, App. C]. Hence, after col-
lecting NV, signal vectors, we have

I1l. SUBSPACEBASED CHANNEL ESTIMATION

We now describe a subspace based channel estimator based Y = [r(1),.. . e(Vb)]
on the structure afl shown in (10). The time indekis omitted = A[s(1),...,s(N)] +N
when there is no confusion. S
=X+N. (11)

A. Sufficient Conditions for Identifiability

From (10),A = HW(M(Q — L) x Q) where’H has the The singular value decomposition (SVD) on the unpurturbed
sameToeplitzstructure as the filtering matri{y in [1] and received signal matriX yields
W, is unitary. A sufficient condition for channel identifiability

follows as a corollary offheorem 1 and # [1]. D vH
Theorem 1 [1]: M is full column rank, i.e.rank(H) = Q, X =[Us U] [ ) 0} {VZ’} (12)
if: "
1) the polynomials H(m)(z)défzf.:o h§.m)zj have no where[U,,U,]is anM(Q — L) x M(Q — L) unitary ma-
common zero; trix. The Q columns of U, span the signal subspace, while
2) Q > L;and M(Q—-L)—Q column vectors olJ,, span a subspace (known as
3) at least one polynomidl ™) (z) has degred.. the noise subspace as in practice the SVD is applied on the noise
Since Wy, is unitary, this directly leads teank(.A4) = purturbed signal matri%’) orthogonal to the signal subspace.

rank(HWq) = rank(?). Therefore, the above conditions for¥, = diag(A1, A2,..., Ag) is a diagonal matrix consisting of

h(’”)(L) . h(m)(()) (m)
hm)(L) . h(™)(0) TkQ VkQ+L
By o weoy] Lrere ] Lughe
() x(k) n(m) (k)

=H™ x(k) + n(™ (k)
= H™Wgs(k) + n™ (k) 9)
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@ significant singular values corresponding to the signal subnd each'ZL + 1) x Q submatrixu,fm)(m =0,....M —1)
space. The orthogonality property between signal subspace anfbrmed as shown in the equation at the bottom of the page.
noise subspace asserts When only an estimate of the noise subspliggis available in

practice, (13) suggests the channel estimator
U, (i) fA=0(i=1,....MQ-L)-Q) (13

) M(Q-1)-Q
whereU,, () is theith column ofU,,. ) h=arg min Y [[U.()" A (16)
Denote the time-reversed version &f™ as h(™) = Ihfi=t =33
[R(™)(L), (™) (L - 1),...,h™)(0)]”. The uniqueness of the
estimate oh(®, ... h™ -1 pased on the noise subspace caput from (15)
be obtained as corollary of Theorem 2 in [1]. U. (DEAI% = U. () EFHW-WEHEU. (i
Theorem 2 [1]: Leth = [hOT ... h(M-UT|T andh’ be 107 Al ,T( ) . T,? @ (0
= b7 (W) UTh*. 17)

aM(L + 1) x 1 vector distinct fromh; filtering matrix # and
‘H’ are constructed usirlg andh’, respectively. Wheid) > L, D
if ran(H’) = ran(), thenh’ = oh wherea is a scalar. Thus, by definingh = (h)*, and

Itis easy to show thatan(.A) = ran(.A’) also gives unique- G=[th,.. Ug-r1)-0l (18)
ness of the channel estimatitrfrom (13) for the OFDM case,
where nowd = HW and A’ = H'"W , are constructed using the channel informatioh is determined by
h andh’, respectively. Since multiplying by unitary matrix does .
not change the range #f, therefore, ifran(.A) = ran(A’), then h = arg min h”GG%h (19)
ran(H') = ran(H), and consequently’ = ah. lIhj|=1

In summary, thesufficient conditionfor channel identifia-
bility in the OFDM system of interest is as follows:

1) the polynomials H(™(z)E 325 al™ 27 have no
common zero;
2) Q> 1L C. Performance Analysis

3) at least | idl (™) (z) has degred..
) atleast one polynomi (2) has degre A first-order performance analysis is conducted on the

Remarks: o . ) roposed estimator to estimate the mean square error (MSE)
1) The application of noise subspace method in the OFDM high signal-to-noise ratio (SNR) similar to that adopted for
of interest is a special case of [1]. Note that the requirgys_cpmA systems in [12].

ment > L is generally satisfied in practice for typical Thgorem 3: Assuming that both noise and the signals are

OFDM system and channel delay spreads. zero mean i.i.d. random variables with variangeando?, re-

2) _Comparmg_ t_o the other noise subspace T“e”?Od 3] Wh'%Bectively, the MSE of the channel vector estintafeom (19)
is not sensitive to channel order overestimation, the P Coroximated b
posed method requires a good estimate on the chanhel P y

whereg is the estimate of. It is well known thath (or equiva-
lently h) is the eigenvector corresponding to the smallest eigen-
value of the matrixGG*.

order L. PO 211G+12
B (lh — h?) ~ 207 (20)
B. Blind Channel Estimator st
Let Proof. See the Appendix.
The closed form MSE expression (20) is compact and en-
U, (i) = [ui(0), ..., u:(Q = L),...,ui((M —1) ables us to study the estimator’s performance dependence on

the key system parameters—such as the input SNR, the length
—L),...,u;(MQ—-ML-1)]". (14 :
x (@ Ve uilMQ ) (14) of data recordN,, and the number of subcarrie€s. As ex-

Exploiting the special structure 61 yields pected, the MSE decreases with increasing input SNR\and

Although the dependence d@pis implicit, its effect can be in-
U,(i))TH = hTy; (15) vestigated numerically. Intuitively, increasirg gives rise to

larger noise subspace dimension and more constraints on the

where the M(L + 1) x @ dimension matrixX{; = channel vector—resulting in improved estimator accuracy. This

[L{,,;(O)T, .. ,Z/{,,;(A'[_I)T]T is generated from vectoU, (i), is later verified by simulation example in Section IV.

u;(m(Q — L)) u;((m+1)(Q — L) — 1)
u;(m(Q — L)) u;((m+1)(Q — L) — 1)

w(m(@—-1) . w((m+1)@—L)—1)
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IV. SIMULATION RESULTS q

Monte Carlo simulations are conducted to assess the effe
tiveness of the proposed blind estimator with comparison -
other two reported subspace channel estimation methods 10"
OFDM [2], [3]- The proposed method eliminates the CP, bt
requires multiple sensors or oversampling at the receiver; we ¢
sumeM = 2. The methods of [2], [3] used as comparison basé&
lines require CP; thus, results from them are obtained basedz ™
one sensor and usual sampling rate (rate 1/T; i.e., no overszs
pling) with the length of the CP set to a quarter of the availabl
sub carriers), as in [2] and [3].-

To evaluate the estimation error, the normalized root mea '
squared error (RMSE)

©" proposed(simu)
—-©- proposed(theory)|

8- Cai(simu) ?
) T e |
RMSE = m m p; ||hp — l’l”2 (21) 0 5 10 15 20 SNss(dB) 30 35 40 45 50
@
and the average bias, defined as ) , K , , , , ,
BIAS M-1 L Nmil(k)l h(k)l :;\“‘Vf‘—vf—fvf-AVA*——vf—fv———v——‘v-—-vff—v
- - _ <o
NenM(L + 1) = ; i " " 107 s
(22)
B
are used, where the subscriptrefers to thepth simulation §&,,-| S |
run and NNV,, denotes the number of runs. Information set ‘E\
quences;(k)s are BPSK modulated. Input SNR is definec{% b
as SNRE'10log,,(02/02). Two time-invariant multipath § o<, s |
channel setups, with orddr = 3 andL = 4, respectively, = v : : b -
are generated according to Hoeher’'s method [13] by settit ' N
maximum Doppler shift to zero. The channel coefficients ar 1oL : : RN " .
listed below. /' ' Boisaunied
© proposed(simu =
1) Setup A(L = 3): L= ey
10 0 5 10 115 ;0 55 310 3I5 4I0 4I5 50

hM) = [(—0.1892,0.4273), (—0.2839, 0.6984),
(0.1274,0.4321), (—0.0451, 0.0912)]7

?

h® = [(0.3600, 0.1388), (0.1041, 0.4126),

(0.0914,0.1885), (0.2052, —0.0739)]~.
2) Setup B(L = 4):

h™® = [(0.3825,0.0010), ( :
(—0.4106, 0.3428), (0.0087, 0.0546)] "

h® = [(—0.2328,0.1332), (—0.3780, —0.3794),
(—0.0320, —0.4532), (0.5081, —0.0125),
(0.4195,0.0220)]"".

Note that there is a complex scalar ambiguity inherent
the blind channel estimator (as described in Theorem 2 j
Section 1ll). During the simulations, the amplitude am-
biguity is handled by assuming the true channel vect
h to unit norm and similarly normalizing the estimate
Without further processing, the phase ambiguity cann

0.5117,0.2478), (—0.3621, 0.3320),

SNR (dB)
(b)

Fig. 2. Channel error versus SNR.

(when setup A or B is assumed) for all three methods. 100
runs are carried out to obtain the average, Ng,,= 100.
Example 1: In this example, we examine the estimator error

as a function of the input SNRs and compare it with the results
from other two CP-based methods, using the following Setup
Q = 15 N, = 120 and channel setup A. It can be seen that both
our approach and the method in [3] (marked as Cai) perform
much better than that of [2] (marked as Heath), reflecting the fast
convergence property of the noise subspace estimator for small
data record. Also note that the estimator error of our proposed
Wethod is close to the Cai method for comparable computation
é'amplexity.
In addition, the MSE results evaluated via (20) for both the
BFoposed method and RBpre plotted together in Fig. 2(a) to
verify the perturbation analysis in Section IlI-C. Solid line
fands for the theoretical result and dash line is the simulation

be resolved. In our work, this phase ambiguity is deter-

mined fromphase(h(" (0) /A1) (0)) and used to compen-

1For the CP-based methods, the length of the CP is set to four in this example.

SaFe the channel estimate prior to the sample MSE compuzg thjs method, the MSE of the channel estimate can be derived in the same
tations. The results shown are averaged d¥&randh (%)

lines; the expression is very similar to (20).



ROY AND LI: A SUBSPACE BLIND CHANNEL ESTIMATION METHOD FOR OFDM SYSTEMS WITHOUT CYCLIC PREFIX

577

B B e A T T T T T T T T T
R S [ proposed(simul
. Sl | Caisimu) X
LT L G o Heathisimu
Ty
107 F .
Ll w
o0 (%}
s =
o o
2 z
£ IS
g g
S 5]
1078
10-3 L I I L ! I L L I
0 100 200 300 400 500 600 700 800 900 1000 25
OFDM Blocks Nb SNR (dB)
(a) (@
10° r T T T T T 10’ ; F T T T T T
o . : ©- proposed(simu
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gllgRg Chdan)nel error versus number of data blosks(simulation results, Fig. 4. Channel error for different channel ordesimulation results).
=15 dB).

methods are drawn in the same figure (see Fig. 4) to highlight the
estimate error for different channel orders. System parameters
obtained from simulation and (20). Q, N, are the same as example 1. As expected, for all methods,
Example 2: In the second example, with the sa@end the estimator performance degrades for longer channel. Note the
same channel setup as before, we illustrate the estimator errgpagposed method performs better than [3] at SNR level lower
a function of the number of data blocRg,. ForSNR =15 dB, than 25 dB. Butas SNR increases, the performance gap between
Fig. 3 shows that the estimation accuracy improves as ttihese two methods converges.
number of data blocks increases for all three subspace method&xample 4: Finally, the effect of varying) (meaning longer
Note that the noise subspace methods (both ours and Cal$)DM symbol duration) on the estimator error for the two
achieve low estimate errgk0.1) with only 60 OFDM blocks, noise-subspace methods (proposed and Cai) is investigated in
while the spectrum fitting method (Heath’s) requires mor€ig. 5 withSNR. =40 dB, N, =2000, channel setup A, argg
than 1000 OFDM blocks for comparable performance. Thearying from 15 to 47 (the length of the CP is se{&@+ 1)/4
superior performance of the noise subspace method over #mel changed accordingly for Cai's method). Largemeans
spectrum fitting method makes them a possible candiddéeger dimension of the noise subspak/(— 1)@ — L for the
for wideband communication scenarios where the channelpi®posed method and/Q/4) — L for Cai's), yielding more
time-invariant for only a few OFDM symbols. Moreover, theconstraints on the channel vector [as in (13)] and, thus, leads
proposed method avoids the CP and, therefore, leads to higleeimprovement in the channel estimate. Also note that for
throughput than [3]. the proposed method, the noise subspace dimension increases
Example 3:In this example, simulation results for bothfaster with@ than it does for Cai's method, leading to larger
channel setup A (solid line) and B (dash line) for all threperformance improvement.

result. It shows good agreement of MSEs (WR&R. >20 dB)
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x107*

: : : K : (18) and (15)], the perturbatiofG to G is additive and can be

) d(sil . e
- Eﬁﬁﬁﬁiiuﬁfﬁ?ﬂw formed in the same way from\U,,. In addition, the structure
8- Cai(simu) .
2ol = caweoy | | of AG gives
T B ~
. TR -8 i Al/{lh
N . N -Na Angl — .

1 [ Alpsq-1)-oh
I HEAU, (1)

Channel RMSE

] | HTAUL(M(Q — L) — Q)

(24)

where AU, (i) is theith column of AU,,. Note that the esti-

1 mator (19) suggests the channel vedids the unit null vector

of G when there is no noise. By applying the lemma again, the
15 20 25 30 35 40 a5 sc above observation immediately yields the perturbation of the
channel estimate

Fig. 5. RMSE versus). Afl _ —Q"'AQHB (25)
V. CONCLUSION whereG™ is generated frongs singular values and its left/right

In this paper, we presented a subspace based blind channesigular vectors in a similar way & in (23). Substituting (24)
timator for OFDM system without the CP. A sufficient conditiorand (23) into the above perturbation leads to (26) at the bottom
on identifiability was also developed, along with a first-orde®f the page. Next, before computing the channel estimate MSE,
performance analysis on the channel estimate. The algoritM@ prove the following lemma.
is attractive for its potential to increase the system’s channelLlemma 2: Assumel is anm x n matrix where each element
utilization due to the elimination of the CP. Comparison of thi zero-mean i.i.d. random variable with variance Also as-
proposed method with other two reported subspace channel egime.J is anm x m deterministic matrix. The® (N JN) =
mation methods by computer simulations illustrates the superiottrace(.J) I, wherer,, is ann x n identity matrix andrace( - )
performance of the proposed method with regard to both the @éses the trace of the matrix.
timate accuracy and the speed of convergence. Proof: Let (-);; be the element in théth row andjth

column of matrix( - ). Define F = N¥ JN. Then

APPENDIX . .
ASYMPTOTIC CHANNEL ESTIMATION MSE E(F;)=E (Z [(Z Nz, sz) -sz])
An approximation for the channel estimate’s MSE for high 1=1 L \k=1
sample SNR and/or large sample size is obtained based on the Rt i} '
first-order perturbation theory given in [14]. = Z z_: Jii - E (Ny; - Nij)
Lemma 1 [14]: AssumingX permit the SVD =1 nk;—l ,
H :{2121‘]”07 =] )
X = [Ue Un] |:ES 0:| |:VS :| 07 otherwise

VH
" Therefore E(N2JIN) = 02 312, Jul,, = o*trace(J)1,.
the first-order approximation of the perturbation to the subspaceBy using Lemma 2, it is easy to see that for the considered

U,, due to additive perturbatioN to X is problem, we have
AU, = -U,x'VINPU, = -XTNPU,.  (293) E(NTU, (i)UH (j)N) = o2trace (U, (i)UZ (j)) I
For the problem under consideration, the received signal ma- = on0(i— 4)I (27)

trix X is perturbed by AWGN nois®N. Following the above with §(-)

i . ) being the Kronecker Delta function and, consequently
lemma, the perturbation on the noise subspace is, therefore,

AU, = —-X*tNHU,. Sinceg is constructed fronlJ,, [see E(dd?) =21 (28)
HAX+TNAU,(1) HEX+ N7U,(1)
Ah=g* : =g* : (26)
HAX+*NHU,(M(Q - L) — Q) HIXY ] |[NTU,(M(Q-L)-Q)
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Hence, the MSE of the channel estimate is

E(||An||?) = E[trace(AhART)]

= trace( E(GTBdd?BH g+H))
trace(¢TB E(dd®) BAGHH)
o2 - trace(GTBBHEGTH),

(29)

In addition, it is shown in [14] thad?X+X+# A = R3?

where Rg

def

SSH is the “estimated” data covariance.

For large N, (number of data blocks), approximation

Rg!

The authors would like to thank the associate editor ar

~ (1/Ny)Rg' = (1/N,yo2)I is reasonable. Thus

o2 - trace(GTGtH)
Nbag
oG
U?Nb

E(|AR|?) ~

(30)
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