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Abstract

An analytical framework for modeling a network of random early detection (RED) queues with mixed traffic types

(e.g. TCP and UDP) is developed. Expressions for the steady-state goodput for each flow and the average queuing delay

at each queue are derived. The framework is extended to include a class of RED queues that provides differentiated

services for flows with multiple classes. Finally, the analysis is validated against ns simulations for a variety of RED

network configurations where it is shown that the analytical results match with those of the simulations within a mean

error of 5%. Several new analytical results are obtained; TCP throughput formula for a RED queue; TCP timeout

formula for a RED queue and the fairness index for RED and tail drop.
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1. Introduction

The diverse and changing nature of service re-

quirements among Internet applications mandates

a network architecture that is both flexible and

capable of differentiating between the needs of

different applications. The traditional Internet ar-

chitecture, however, offers best-effort service to all

traffic. In an attempt to enrich this service model,

the Internet engineering task force (IETF) is con-

sidering a number of architectural extensions that

permit service discrimination. While the resource
reservation set-up protocol (RSVP) [1,2] and its

associated service classes [3,4] may provide a solid

foundation for providing different service guaran-

tees, previous efforts in this direction [5] show that

it requires complex changes in the Internet archi-

tecture. That has led the IETF to consider simpler

alternatives to service differentiation. A promising
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approach, known as differentiated services (Diff-

Serv) [6–8] allows the packets to be classified

(marked) by an appropriate class or type of service

(ToS) [9] at the edges of the network, while the

queues at the core simply support priority han-

dling of packets based on their ToS.
Another Internet-related quality of service

(QoS) issue is the queue�s packet drop mechanism.
Active queue management (AQM) has been re-

cently proposed as a means to alleviate some

congestion control problems as well as provide a

notion of QoS. A promising class is based on

randomized packet drop or marking. In view of

the IETF informational RFC [10], random early
detection (RED) [11] is expected to be widely de-

ployed in the Internet. Two variants of RED, RIO

[12] and WRED [13] have been proposed as a

means to combine the congestion control features

of RED with the notion of DiffServ.

This work aims to make a contribution towards

analytical modeling of the interaction between

multiple TCP flows (with different round-trip
times), non-responsive flows (e.g. UDP) and AQM

approaches (e.g. RED) in the context of a DiffServ

architecture. A new framework for modeling

AQM queues is introduced and applied to a net-

work of RED queues with DiffServ capabilities

termed DiffRED which is similar to the RIO and

WRED algorithms. Our work complements pre-

vious research efforts in the area of TCP modeling
under AQM regimes. Specifically, this work has

the following unique contributions:

C1 TCP timeout (TO) in AQM networks: We de-

rive an expression for the probability of a TO

that reduces the inaccuracy by as much as an

order of magnitude vis-a-vis previous state-

of-art [14,15].
C2 Poisson process splitting (PPS) based analysis

for TCP flows: We show by analysis and sim-

ulations that the PPS approximation holds

for a population of heterogeneous (in terms

of delay) TCP flows sharing a bottleneck

RED queue.

C3 Fairness results: We derive expressions for the

fairness index of a population of heteroge-
neous TCP flows for the case of RED and

compare it to tail drop (TD).

C4 Network of AQM (RED) routers: We extend

the result to a network of AQM queues with

TCP (and UDP) flows.

C5 Network of DiffRED routers: Finally, the re-

sults are extended to a network of RED and
DiffRED queues.

While the details of the above contributions are

presented in the following sections, we first com-

ment on the relation between the above contribu-

tions and previous/concurrent related work.

1.1. Literature review

The steady-state throughput of a single TCP-

Reno (or NewReno) flow with TD queueing policy

where packet drops can be modelled as an i.i.d loss

with probability p has been shown to have the

well-known inverse-
ffiffiffi
p

p
dependance. This result

was derived by several authors [16–18] using dif-

ferent analytic approaches; for example, [16] used
a non-homogeneous Poisson process approxima-

tion of the TCP flow while [17,18] use a fixed point

approximation method, both yielding the same

dependance to within a multiplicative constant.

This result which we call throughput formula1, does

not incorporate the effect of TCP TO mechanism.

In [14], the above was extended to include TOs

for a TD queue for scenarios where it is reasonable
to assume that conditioned on a packet loss, all

remaining packets in the same window of data are

also lost (i.e. burst loss within the same window

round). Based on this assumption, the authors

derive a more accurate formula which we term

throughput formula2, for the steady-state TCP

throughput. Specifically, this derivation includes

(as an intermediate step) an expression for the
probability, given a packet loss, that this loss will

be detected by a TO––we term this the TO formula.

An alternative TO probability was derived in [15]

with independent packet losses (i.e. without the

assumption of burst loss within a loss window).

However, the result is not available in closed form

and requires the knowledge of the window size

probability distribution function.
Building on the above two formulae for the

throughput of an individual TCP flow, Bu and

Towsley [19] extend the analysis to a network of
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RED queues by solving numerically coupled equa-

tions representing the throughput for each individ-

ual flow. A similar approach is adopted in [20,21].

Our contribution C4 listed above is similar to

[19–21] insofar that we also seek to model a net-

work of AQM queues with TCP flows. However,
unlike [19–21], we do not use any of the formulae

derived earlier. Specifically, we show that the TO

formula derived in [14] largely over-estimates the

probability of a TO detection for an AQM queue

due to the assumption of burst loss within a loss

window, via analysis that is supported by ns-2

simulation. Thus in C1, we derive a new formula

for the TO probability and compare the accuracy
of the new formula with those derived earlier.

In [11], the authors predict that the well-known

bias of TCP against connections with larger delay

sharing a bottleneck TD queue will only be slightly

affected by the introduction of RED without any

definitive analytical support. Our results in C2 and

C3 precisely quantify the amount of unfairness

experienced by TCP flows over a bottleneck RED
vis-a-vis a TD queue by using a PPS approxima-

tion (that is shown to hold within an acceptable

error margin) and hence deriving a fairness index

for a population of heterogeneous TCP flows for

the two cases of RED and TD.

1.2. Paper outline

The paper is organized as follows. In Section 2,

we present the network model considered in this

paper, describe the RED and DiffRED algorithms

and outline our modeling approach. Section 3

considers a single congested RED queue, the PPS

property is shown to hold for a population of

heterogeneous flows, the analytical results for a

single RED queue are validated against ns simu-
lations and the fairness results of RED versus TD

are presented. Section 4 presents a derivation of

our TO formula and a comparison between our

results and previous results from [14] and [15]

against ns simulations. Section 5 presents the

analysis of a network of DiffRED 1 queues with

TCP and UDP flows. The network model valida-

tion is presented in Section 6. Section 7 concludes

the paper outlining future extensions.

2. Modeling and notation

2.1. The RED algorithm

We briefly review the original RED algorithm

(see [11] for further details). A RED router cal-

culates a time-averaged average queue size using

a low-pass filter (exponentially weighted mov-

ing average) or smoother over the sample queue
lengths. The average queue size is compared to two

thresholds: a minimum threshold (minth) and a
maximum threshold (maxth). When the average
queue size is less thanminth no packets are dropped;
when the average queue size exceeds maxth, every
arriving packet is dropped. Packets are dropped

probabilistically when the time-averaged queue size

exceeds minth with a probability p that increases
linearly until it reaches maxp at average queue size
maxth as shown in Fig. 1. RED also has an option
for marking packets instead of dropping them.

2.2. The DiffRED algorithm

We propose to investigate a DiffRED algorithm

that is identical to the original RED algorithm
except for the following important change––

DiffRED differentiates between different packets

1 It will be shown in Section 2 that RED is a special case of a

DiffRED queue with no service differentiation.

Fig. 1. RED packet drop probability as a function of the av-

erage queue size.
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by appropriately labelling each with the class it

belongs to. If a packet is not labelled, it will be

assigned the default (lowest) class. The RED

queue associates a priority coefficient, denoted by

bðcÞ, for each class 16 c6C where C is the total

number of classes. The lowest priority class cor-

responds to bð1Þ ¼ 1, and the cth (higher) priority
class packets have coefficient bðcÞ, where 1 ¼
bð1Þ P bð2Þ P � � � P bðcÞ P � � � P bðCÞ. When a Dif-

fRED queue receives a packet, it updates the av-

erage queue size and drops the packet with

probability equal to pbðcÞ for a class c packet.

Thus, for the same congestion level (i.e. average

queue size), higher priority packets are dropped

with a lower probability. A schematic diagram of

the DiffRED dropping algorithm for the case of
C ¼ 2 is depicted in Fig. 2. The plot shows that the
packet drop probability function (as a function of

the average queue size) has a lower slope for the

higher priority class (for c ¼ 2, bð2Þ ¼ 0:3), while
the drop function for the lower priority class c ¼ 1
has a higher slope.

2.3. The gentle variant of RED

In the recently recommended ‘‘gentle’’ 2 variant

of RED [22], the packet-dropping probability

varies from maxp to 1 as the average queue size

varies from maxth to 2maxth. Figs. 3 and 4 depict
the packet drop probability for RED and Diff-

RED with this option enabled. Our model applies

equally well to both cases, but the model with the
‘‘gentle’’ option requires less restrictive assump-

tions and hence is applicable to a wider range of

parameters as will be discussed in Section 2.5.

2.4. Network model and notations

Assume a network of V queues that support M

TCP flows and N UDP flows. Each TCP connec-
tion is a one-way data flow between a source Sj
and destination Dj, with reverse traffic consisting

only of packet acknowledgments (ACKs) for each

successfully received packet at the destination (i.e.

Fig. 2. Schematic of the DiffRED packet drop probability for

two classes of service.
Fig. 3. Packet drop probability for the ‘‘Gentle’’ variant of

RED.

Fig. 4. Packet drop probability for the ‘‘Gentle’’ variant of

DiffRED.

2 This option makes REDmuch more robust to the setting of

the parameters maxth and maxp.
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no delayed-ACKs). Throughout the paper, we will

assume that the TCP flows are indexed by

16 j6M while UDP flows are indexed by M <
j6M þ N . (Fig. 5 shows a network with V ¼ 2,
M ¼ 4 and N ¼ 1.) Let Tj (s) denote the total
round-trip propagation and transmission delays

for the jth, 16 j6M TCP flow (not including

queuing delay) and let lv denote the vth queue link

capacity (packets/s).

Denote a zero–one ðM þ NÞ � V dimensional

order matrix O with elements oðj; vÞ, 16 j6M þ
N , 16 v6 V that specifies the order in which the
jth flow traverses the vth queue. A zero entry in-

dicates that the corresponding flow does not pass

through that queue. Since each flow passes

through at least one queue, each row in O must

have at least one entry equal to 1.

In this work, we consider TCP-NewReno and

assume the reader is familiar with the key aspects
of the window adaptation mechanism [23,24]––i.e.,

the two modes of window increase (slow start and

congestion avoidance) and the two modes of

packet loss detection (reception of multiple ACKs

with the same next expected packet number or

timer expiry). Our analysis applies best to TCP-

NewReno since we assume that multiple packets

within the same loss window will trigger at most
one duplicate ACK (DA) event (rather than one

for each) [24].

2.5. Modeling approach

The primary challenge facing any analytical

approach is to capture the complex interplay of

TCP congestion control algorithm and AQM
policies as RED. We adopt a mean value analysis

(using fixed point approximation) to estimate

(long-term) averages of various parameters as

done in [17–19,25,26], while recognizing that such

analysis does not allow for accurate prediction of

higher order statistical information (e.g. vari-

ances).

We next state and discuss the following mod-

eling assumptions:

A1 A congested queue is fully utilized (except pos-

sibly at some isolated instants).

A2 Each TCP flow passes through at least one

congested queue.

A3 The probability of a forced packet loss is neg-

ligible. 3

A1 is a well-known result that has been ob-

served in the literature through Internet measure-

ments as well as simulations and was also

confirmed in all the simulations we performed. A2

is reasonable if the TCP flows window size are not

limited by the receiver�s advertised window sizes.
A3 implies that we model only �unforced� (or
probabilistic) RED packet losses and ignore forced
losses which should be avoided when configuring

RED queue parameters. 4 Note that it is much

easier to configure a RED (or DiffRED) queue to

avoid forced packet drops when the ‘‘gentle’’ op-

tion is used, as noted in [22] due to its avoidance of

the abrupt increase in the drop probability from

maxp to 1. Nevertheless, our analysis results hold
even if the ‘‘gentle’’ option is not used, as long as
A3 holds.

3. Single queue

The aim of this section is twofold: (i) we outline

an analysis using the PPS approximation 5 and (ii)

derive a result for the probability that a loss is
detected by a TO and not DA. Both of these re-

sults will be used in Section 3.1 in a network (ra-

ther than a single queue) set-up.

Fig. 5. Experimental network topology with two RED queues.

3 Forced packet losses are those due to either buffer overflow

or due to packet drop with probability one.
4 This assumption has been adopted in many previous

AQM-related research efforts (e.g. [27]).
5 Part of this section was presented in a preliminary form

in [28].
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3.1. PPS based analysis for TCP flows

Consider M Poisson processes, each with an

arrival rate kj at a single queue that randomly

drops packets with a probability p. Let Pi;j denote
the probability that the ith packet loss event be-

longs to the jth flow. From the PPS property,

Pi;j ¼
kjPM
k¼1 kk

ð1Þ

independent of i.

Consider now M TCP flows––let Xi denote the

ith inter-loss duration at the queue as shown in

Fig. 6 and Qi;j the queue size for session j packets

at the end of epoch i. Then the net round-trip
propagation and queuing delay for connection j at

the end of the ith epoch is ci;j ¼ Tj þ Qi;j=l. Since
all flows share the same buffer, Qi;j ¼ Qi 8j. Let
E½Qi
 ¼ Q denote the steady-state average queue

size.

Let Wi;j denote the window size of the jth flow

just before the end of the ith epoch and Wavj denote
flow j time-averaged window size (as opposed to
E½Wi;j
 ¼ Wj that represents the mean window size

just prior to the end of the epoch).

We postulate that, for M TCP flows sharing a

queue,

Pi;j ¼
Wi;j=ci;jPM
k¼1Wi;k=ci;k

: ð2Þ

Eq. (2) is a postulate that the PPS approximation
(1) holds for a population of TCP flows sharing a

random drop queue. To justify the above we first

consider the case of TCP flows that are perpetually

in the congestion avoidance phase (additive in-

crease-multiplicative decrease (AIMD) mode of

window size) and use an analytical description of

AIMD to derive expressions for the steady-state
average window and throughput. These expres-

sions are then validated against ns simulations in

support of (2). A modified PPS approximation for

the case of TOs is postponed to Section 5.

The window evolution of the TCP-Reno ses-

sions is governed by the following system of

equations (refer to Fig. 6):

Wiþ1;j ¼
Wi;j þ Xi=ci;j; w:p: 1� Pi;j;
Wi;j=2þ Xi=ci;j; w:p: Pi;j:

�
ð3Þ

Taking the expectation of both sides of (3)

WjPj
2

¼ X
cj
; j ¼ 1; . . . ;M ; ð4Þ

where we used the independence approximation

E½Wi;jPi;j
 ¼ WjPj and a fixed point approximation
E½Wi;j=ci;j
 ¼ Wj=cj.
Similarly, denoting ~WWj ¼ ðWj=cjÞ, then, by fixed

point approximation to (2),

Pj ¼
~WWjPM

k¼1
~WWj

: ð5Þ

Substituting by (5) in (4),

Wj ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2X
XM
k¼1

~WWk

vuut ; j ¼ 1; . . . ;M : ð6Þ

Eq. (6) is a system ofM quadratic equations in the

M unknowns Wj (or ~WWj). Denoting

aj ¼
X

cj
2

ð7Þ

it can be readily verified by direct substitution that

~WWj ¼ 2
ffiffiffiffi
aj

p XM
k¼1

ffiffiffiffiffi
ak

p ð8Þ

is an explicit solution for (6) and hence

Wj ¼ 2X
XM
k¼1

1

cj
: ð9Þ

Fig. 6. A schematic showing the congestion window size for

two (i.e. M ¼ 2) TCP-Reno sessions with different round-trip
delays sharing a bottleneck link with RED queue. Packet loss

events are indicated by an X.
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Remarkably, the above result implies that the av-

erage steady-state window size is the same for all

flows; also, Wj implicitly depends on Q and X that
need to be determined.

To relate the above result for Wj to W avj , let W
0
i;j

denote flow j window size just after the start of

epoch i. It is straightforward to verify that

W avj ¼
Wj þ W 0

j

2
ð10Þ

and from (3)

W 0
j ¼ Wj 1

�
� Pj
2

	
ð11Þ

hence

W avj ¼ KjWj; ð12Þ

where

Kj ¼ 1�
Pj
4
: ð13Þ

Finally, let rj denote flow j steady-state

throughput (packets/s). Then

rj ¼
Wavj
cj

¼ Kj
Wj

cj
¼ 2XKj

cj

XM
k¼1

1

cj
: ð14Þ

In case of full bottleneck link utilization,

XM
j¼1

rj ¼ l ð15Þ

which, by substituting from (14) and (9) yields

l ¼
XM
j¼1

Kj
Wj

cj
: ð16Þ

Finally, let �pp denote the average packet drop
probability of the RED queue. Then

�pp ¼ 1

lX
: ð17Þ

Since the RED average packet drop probability

also satisfies

�pp ¼ Q� minth
maxth� minth

maxp; ð18Þ

a relationship between Q and X follows by

equating (17) and (18).

3.2. Single queue validation

The analytic expressions for various parameters

of interest for RED queues derived in the Section

3.1 will be compared against results from ns sim-
ulations.

Fig. 7 depicts the ns simulation model used for

validating the above results. M TCP flows share a

common bottleneck link with capacity l packets/s
and (one-way) propagation delay s. Forward TCP
traffic is a one-way flow between a source Sj and
the sink, with reverse traffic consisting only of

packet ACKs for each successfully received packet
at the sink. We consider the long run (steady-state)

behavior and assume that the sources always have

packets to transmit (e.g. FTP of large files). The jth

flow encounters a one-way propagation delay sj,
and is connected via a link with capacity mj pack-
ets/s to the bottleneck queue. The total round-trip

time for propagation and transmission (but ex-

cluding queuing) for the jth flow is thus

Tj ¼
1

mj
þ 2ðsj þ sÞ þ 1

l
: ð19Þ

Table 1 lists the parameters used for two sets of

simulation experiments with RED policy using the

ns simulator [29] (more validation experiments are

available in [30]); the link capacities l and mj
(packets/s), propagation delays s and sj (s) for the
topology in Fig. 7 as well as the number of com-
peting flows used for each simulation. In each

simulation, a value for the link delay s1 of the first
flow and a factor d > 1 is chosen such that the
remaining sj are specified according to sj ¼ dsj�1,

Fig. 7. Schematic of multiple TCP connections sharing a bot-

tleneck link.
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i.e. the access link (from source to queue) propa-

gation delay profile increases exponentially. The

values of s1 and d for each simulation are listed in

Table 1. For each simulation we compare the

analysis results to the simulations measurements of

Q in Table 1. All simulations use equal packet size
of 1 kbyte. Figs. 8 and 9 show the measured and

the computed rj for each competing flow, where
the x-axis indicates the computed cj. We choose to
show the un-normalized rj (packets/s) rather than
the normalized throughput since the difference

between the simulations measurement and the

analysis results are indistinguishable if shown

normalized to the link capacity.

3.3. Fairness properties of RED versus tail drop

TCP�s inherent bias towards flows with shorter
round-trip time as a result of its congestion win-

dow control mechanism is well known––in [31], it

has been shown that when multiple TCP flows

with different round-trip times share a TD queue,
the steady-state throughput of a flow is inversely

proportional to the square of the average round-

trip delay (see Appendix A for a simple derivation

of this result). Our analysis/simulations results
(specifically, (9) and (14)) of a single RED queue

with multiple TCP flows and without TOs (see

comment at the end of this section) reveal a de-

pendence of the throughput that differs from that

of TD.

Consider parameter Kj defined by (13). For a

population of heterogeneous flows, Pj is directly
proportional to the TCP flow throughput and
hence inversely proportional to the round-trip

delay––Kj increases with round-trip delay. Since

06 Pj 6 1, 0:756Kj 6 1, implying mild variation.

Hence, for a large number of flows, the depen-

dence of flow throughput on Kj can be neglected.
6

Thus, the conclusions in the remainder of this

Table 1

Single RED gateway parameters setting for each experiment

Experiment M l s mj s1 d minth maxth 1=maxp Q (an.) Q (sim.)

1 16 1250 0.005 1250 0.001 1.5 10 100 16 41.4134 47.8644

2 32 1250 0.005 1250 0.001 1.2 10 100 16 77.6440 82.2968

Fig. 8. Results for experiment 1.

Fig. 9. Results for experiment 2.

6 In the limit as the number of flows tends to infinity, Kj ! 1

for all flows. Note that if the impact of Kj were to be included, it

would help decrease TCP bias against larger propagation delay

since it increases with the round-trip time.
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section will be a lower bound to the improvement

in fairness compared to TD.

With the above assumptions (i.e. neglecting the

effect of Kj), the results of (9) and (14) show that

the average transmission rates of competing con-

nections at a congested RED queue is inversely

proportional to the average round-trip times and not

to the square of the average round-trip times as in

TD. A fairness coefficient q may be defined as the
ratio of the lowest to the highest average

throughput among the competing flows sharing a

queue (i.e. ideally, q ¼ 1 is desirable). Let qTD and
qRED denote the fairness coefficients of the equiv-
alent 7 TD and RED queues. Then

qRED ¼ ffiffiffiffiffiffiffiffi
qTD

p

implying that the RED queue achieves a higher

fairness coefficient.

The previous definition of fairness only con-

siders the flows with the maximum and minimum

transmission rates; in the pioneering work of [32],

the following index qðrÞ was introduced to quan-
tify fairness based on the rates of all flows:

qð�rrÞ ¼ ð
Pn

i¼1 riÞ
2

n
Pn

i¼1 ri
2
; ð20Þ

where �rr ¼ ½r1; . . . ; rn
. An ideally fair allocation
(ri ¼ c 8i) results in qð�Þ ¼ 1; and a worst case al-
location (ri ¼ 1, rj ¼ 0 8j 6¼ i) yields qð�Þ ¼ ð1=nÞ,
which approaches zero for large n.

With this definition, the fairness index for a
queue with n TCP flows yields

q ¼
ð
PM

j¼1Wavj=cjÞ
2

n
PM

j¼1 ðWavj=cjÞ
2
: ð21Þ

As an illustrative example, consider TCP flows

with an exponentially decaying (or increasing)

delay profile with factor d. Then, assuming large n

(and hence neglecting the effect of Kj for the case
of RED), it follows after some simple algebraic

manipulations that

qREDðdÞ ¼
1

n
1þ d
1þ dn

� 	
1� dn

1� d

� 	
ð22Þ

and

qTDðdÞ ¼
1

n
1þ d2

1þ d2n

� 	
1� d2n

1� d2

� 	
; ð23Þ

i.e. qTDðdÞ ¼ qREDðd2Þ.
An intuitive explanation for this decrease in

bias (i.e. fairness coefficient closer to one) for RED

is in order. TCP increases its window size by one

every round-trip time––thus, lower delay links see

a faster increase in their window size. In case of

synchronized packet loss (TD queues), all windows

are (typically) reduced at the same time, and hence
the average window size is inversely proportional

to the average round-trip time. But since the

throughput of a flow is proportional to the window

size divided by the round-trip time, the average

rate of each TCP session is inversely proportional

to the square of the average round-trip time. In

case of RED, when a packet is dropped, the

chances that the packet will belong to a certain
connection is (on the average) proportional to that

connection transmission rate––thus TCP sessions

with lower delays are more likely to have their

windows reduced. The analytical results show that

this causes the average window size to be equal for

all connections (6) and thus the throughput of a

connection is only inversely proportional to the

round-trip delay. Thus while the basic RED al-
gorithm does not achieve throughput fairness

among the competing flows, it substantially re-

duces the bias as compared to TD.

Finally, the above fairness results do not take

into account the effect of TCP TOs. For reasons

previously shown via simulations in the literature,

the occurrence of TOs will, in general, increase the

unfairness in TCP against longer delay links.

4. Timeout formula for a TCP flow with random

packet loss

In this section, we first derive an expression for

the probability that a packet loss event will be

detected by a TO (i.e. not a DA detection event).
Next, we compare our result and those in the lit-

erature against ns simulations.

7 An equivalent queue is one that has identical TCP flows and

the same average queue size [11].
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4.1. Analysis

Consider an instant during a TCP-Reno session

at which the window size is in the congestion

avoidance phase. Let w denote the current con-
gestion window size, in packets, during which at

least one packet loss takes place; each packet is

assumed lost independently with probability p. Let

the current round be labelled as round i for refer-

ence (see Fig. 10). Let P ðw; kÞ denote the proba-
bility, conditioned on at least one packet loss

during the current window round, that packet k

will be the first packet lost during the round. Then

P ðw; kÞ ¼ pð1� pÞk�1

1� ð1� pÞw : ð24Þ

The k � 1 packets transmitted before the first loss
in the current round will cause the reception of
k � 1 ACKs in the next round (iþ 1) and hence
the release of an equal number of packets. Let

N2 ¼ Nðk � 1Þ denote the number of DAs received
in round iþ 2, due to the successful transmission
of N2 out of the k � 1 packets in round iþ 1.
Similarly, consider the w� k packets transmitted
after the first loss during round i (the current

round), and let N1 ¼ Nðw� kÞ denote the number
of packets successfully transmitted out of the

w� k packets. Notice that, unlike the N2 packets,
the N1 packets are transmitted after the first loss

packet in the current round. Hence, N1 DAs will be
generated immediately in round iþ 1.
Let Dðw; kÞ denote the probability that a DA

detection takes place in round iþ 1 or iþ 2. Then
Dðw; kÞ ¼ PrðN1 þ N2P 3Þ

¼ 1�
X2
m¼0

w� 1
m

� 	
ð1� pÞmpw�m�1: ð25Þ

Notice that the above expression is independent of

k. This is expected, and can be stated simply as the
probability of at least 3 out of w� 1 ¼ ðk � 1Þþ
ðw� kÞ successful packet transmissions.
Let QðwÞ denote the probability of a TO de-

tection in rounds iþ 1 or iþ 2. Then

QðwÞ ¼
Xw
k¼1

P ðw; kÞð1� Dðw; kÞÞ ¼
X2
m¼0

w� 1
m

� 	
:

ð26Þ
For p, pw � 1, retaining only the most signifi-

cant terms yields

QðwÞ � ðw� 1Þðw� 2Þ
2

pðw�3Þ: ð27Þ

Following a DA detection, the window is

halved and TCP attempts to return to its normal

window increase mode in congestion avoidance.

However, one or more losses may take place in the

immediate following round (i.e. before the window

is increased). In this paper, consecutive congestion
window rounds in which packet loss is detected by

DA without any separating additive window in-

crease will be treated as one loss window, that

ultimately terminates via either a DA or a TO. Let

ZðwÞ denote the probability that a TO will take
place (either immediately or following a sequence

of consecutive DA�s). Then,

ZðwÞ ¼ QðwÞ þ ½1� QðwÞ
 Q w
2


 �h i
þ 1
h

� Q
w
2


 �i
Q

w
4


 �h
þ � � �

i
¼ QðwÞ þ Q

w
2


 �
½1� QðwÞ


þ Q
w
4


 �
½1� QðwÞ
 1

h
� Q

w
2


 �i
þ � � �

¼ QðwÞ þ
Xlogðw=3Þb c

j¼1
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m¼1

Q
w
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h
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w
2j�1


 �i
;

ð28Þ

Fig. 10. Analysis of the probability of a TO versus TD. Suc-

cessful packets (i.e. not dropped), dropped packets, and ACK

packets for packet k are represented by white-filled, completely

shaded and partly shaded rectangles respectively. In this ex-

ample, w ¼ 7, k ¼ 4, N1ðw� kÞ ¼ 2 and N2ðk � 1Þ ¼ 1.
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where the logarithm is base 2.

Finally, recalling that Wi denotes the window

size at the end of the ith epoch, applying a fixed

point approximation to (28) yields

E½ZðWiÞ
 ¼ ZðW Þ; ð29Þ
where ZðW Þ is given by (28).

4.2. Timeout formula validation and comparison

with previous results

In this section, previous results for ZðwÞ are
listed and compared with the results of a repre-

sentative simulation using ns consisting of multiple

TCP flows sharing a bottleneck RED queue.

In [14], the following expression for ZðW Þ was
derived:

ZðW Þ

¼ min 1;
ð1� ð1� pÞ3Þð1þ ð1� pÞ3ð1� ð1� pÞW�3ÞÞ

1� ð1� pÞW

 !
;

ð30Þ

assuming that, once a packet is lost, all remaining

packets in the same congestion window are also

lost (which is probably reasonable for a TD
queue). In [19], the authors argue that this is still a

good result when applied to an AQM like RED

which drops packets independently. We show here

that this is not true.

In [15], the following expression for ZðwÞ was
derived:

ZðwÞ ¼
X2
m¼0

w� 1
m

� 	
ð1� pÞmpw�m�1; ð31Þ

which is the same as our expression for QðwÞ in
Section 4.1 (26). However, the authors do not

analyze the case where multiple consecutive DA�s
ultimately cause a TO. Also, the expression for
E½ZðwÞ
 was not derived in [15], since the analysis
relies on the knowledge of the congestion window

probability distribution function. Nevertheless, we

show here that applying a fixed point approxima-

tion to (31), yielding

ZðW Þ ¼
X2
m¼0

W � 1
m

� 	
ð1� pÞmpW�m�1 ð32Þ

would result in an under-estimation of the TO

probability.

In order to compare between the accuracy of

our result (29) and the previous results (30) and

(32) when applied to a RED queue, we construct
the following simulation using ns. A single con-

gested RED queue is considered with a number of

identical TCP flows ranging from 5 to 40. The

RED parameters are set as follows: maxp ¼ 0:1,
maxth ¼ 80, minth ¼ 20 and ECN disabled. The

link capacity is 1 Mbps and two-way propagation

delay (no including queuing) is 20 ms. The packet

size is 1 kbyte. The buffer size is selected large
enough to avoid buffer overflow. The trace func-

tionality within ns was enhanced so as to record,

for one of the flows, the time instant, congestion

window size and the reason (TO or DA) for each

window decrease. Post-processing scripts were

used to compute the average window size just be-

fore a packet loss detection (i.e. W ), the average
packet drop through the queue (p), the total
number of packet loss detection events that are

detected by TO and those detected by DA, and

hence the measured E½ZðW Þ
. Finally, the mea-
sured p and W from the simulations were substi-

tuted in (29), (30) and (32) to compute ZðW Þ. The
results are shown in Fig. 11.

Fig. 11 does not show the results from (32) since

the values produced are practically 0, i.e., (32)

Fig. 11. Comparison between different TO formulae against ns

simulations for TCP-NewReno.
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excessively under-estimates the probability of a

TO. Fig. 11 shows that our result is much more

accurate than that of [14] (as expected). The im-

provement accuracy is up to an order of magni-

tude for small number of competing flows (and

hence small p). The reason is that, for small p, the
assumption of conditional burst loss used in [14]

becomes very unrealistic. As p increases, the RED

queue operation approaches that of TD, since p

approaches maxp (and hence all arriving packets
are dropped with higher probability, resulting in

synchronous operation of the flows and thus burst

losses). However, even for high p, our formula is

more accurate than that of [14].

5. Network analysis

Since a RED queue is a special case of a Dif-

fRED queue with bðcÞ ¼ 1 8c, we present an
analysis for the case of DiffRED queues. In Sec-

tion 5.1, we consider a network of TCP and UDP
flows and we model the AIMD dynamics of TCP

only. Next, we extend the model results to capture

the TCP TO behavior.

5.1. Modeling without timeouts

Let minthv, maxthv and maxpðcÞv denote the Dif-

fRED parameters of the vth queue. Let bðcÞ
v denote

the priority coefficient of class c, where bð1Þ
v ¼ 1. Let

pv denote the average (steady-state) packet drop
probability in the vth queue. Let pvðcÞ denote the
average packet drop probability for class c at the

vth queue. Then for the case of the ‘‘gentle’’ variant,

�ppðcÞv ¼

0; 06 qv < minthv;
qv�minthv

maxthv�minthv
maxpðcÞv ;

minthv 6 qv < maxthv;
maxpðcÞv þ qv�maxth

maxth ð1� maxpðcÞv Þ;
maxthv 6 qv < 2maxthv;

1; 2maxthv 6 qv

8>>>>>><
>>>>>>:

ð33Þ
while for the case without the ‘‘gentle’’ variant,

pvðcÞ ¼
0; 06 qv < minthv;
qv�minthv

maxthv�minthv
maxpðcÞv ; minthv 6 qv < maxthv;

1; maxthv 6 qv:

8<
:

ð34Þ

According to the description of the DiffRED

dropping algorithm (Fig. 2)

maxpðcÞv ¼ bðcÞmaxpð1Þv ; ð35Þ
where (35) assumes that all the DiffRED queues in
a network use the same value of the class priority

coefficients (i.e. bðcÞ is independent of v). 8

Let bðjÞ and pvðjÞ denote the priority coefficient
and average drop probability at the vth queue for

the class that flow j belongs to. For the case of the

‘‘gentle’’ variant, it follows from (33) and (35) that

while for the case without the ‘‘gentle’’ variant

pvðjÞ

¼

0; 06qv <minthv;

bðjÞpvð1Þ; minthv6qv <maxthv;

bðjÞmaxpð1Þ þ pv
ð1Þ�maxpð1Þ

1�maxpð1Þ

�ð1�bðjÞmaxpð1ÞÞ; maxthv6qv < 2maxthv;

1; 2maxthv6qv

8>>>>>>><
>>>>>>>:

ð36Þ

pvðjÞ ¼
0; 06 qv < minthv;
bðjÞpvð1Þ; minthv 6 qv < maxthv;
1; maxthv 6 qv:

8<
: ð37Þ

Let rj denote the steady-state packet transmission
rate of flow j. Let the generator matrix G denote

the fraction of the jth flow transmission rate at the

input of the vth queue. Then the elements of G are

gðj; vÞ ¼
YV
k¼1

hðoðj; vÞ; oðj; kÞÞ; ð38Þ

where

hðoðj; vÞ; oðj; kÞÞ ¼
0; oðj; vÞ ¼ 0;
ð1� pkÞ; oðj; vÞ > oðj; kÞ;
1; oðj; vÞ6 oðj; kÞ:

8<
:

ð39Þ

8 It is possible to extend the analysis by assuming that each

queue has a different set of priority coefficients by defining bðcÞ
v

for each queue. This may be specifically valuable when

modeling the interaction between DiffServ enabled and non-

DiffServ queues. However, for initial model simplicity, we

postpone this to future extensions.
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Let Bv denote the steady-state probability that the

dropped packet belongs to the vth queue. Apply-

ing A4,

Bv ¼
PM

j¼1 gðj; vÞrjpvðjÞPV
u¼1
PM

k¼1 gðk; uÞrkpuðkÞ
: ð40Þ

Let Pjjv denote the probability that, conditioned on
a packet loss from the vth queue, that packet loss

belongs to the jth flow, then, using A4,

Pjjv ¼
gðj; vÞrjpvðjÞPM
k¼1 gðk; vÞrkpvðjÞ

: ð41Þ

Let Pj denote the probability that a packet loss
belongs to the jth flow. Then

Pj ¼
XV
v¼1

PjjvBv ð42Þ

which by substituting from (40) and (41) yields

Pj ¼
rj
PV

v¼1 pvðjÞgðj; vÞPV
u¼1
PM

k¼1 gðk; uÞrkpuðkÞ
; ð43Þ

where the above is simply the ratio of the sum of
the packet drop rates of flow j at all the queues to

the sum of the packet drop rates of all flows in the

network.

Now, we can consider one of the TCP flows in

the network and consider its window evolution.

Let Yi denote the time at which the ith random

packet loss (caused by any of the V queues and

causing a packet loss from one of theM þ N flows)
event takes place, and Xi ¼ Yi � Yi�1 be the ith

inter-loss duration (epoch).

Let the jth TCP session window size (in packets)

at the beginning and end of the ith epoch be de-

noted by Wi;j and Wiþ1;j respectively. Let qi;v denote
the queue size of queue v at the end of epoch i;

then the net round-trip propagation and queuing

delay for connection j at the end of the ith epoch is
ci;j ¼ Tj þ

PV
v¼1 ððqi;v=lvÞsgnðoðj; vÞÞÞ where

sgnðoðj; vÞÞ ¼ 1; oðj; vÞ > 0;
0; oðj; vÞ ¼ 0:

�

Following the same steps as before, the window

evolution of the TCP sessions is governed by

the system of Eq. (4), where E½ci;j
 ¼ cj ¼ Tj þPV
v¼1 ððqv=lvÞsgnðoðj; vÞÞÞ. This system of equa-

tions captures only the TCP AIMD dynamics but

not the impact of TO––this is done in Section 5.2.

From Section 3.1,

X ¼ 1PV
u¼1
PMþN

k¼1 gðk; uÞrkpuðkÞ
ð44Þ

and

rj ¼ Kj
Wj

cj
; j ¼ 1; 2; . . . ;M ; ð45Þ

where Kj is given by (12).
Substituting by X from (44), Pj from (43) and rj

from (45) in (4),

Wj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2

Kj
PV

v¼1 gðj; vÞpvðjÞ

s
: ð46Þ

Finally, for congested links (A1),

lv ¼
XMþN

j¼1
gðj; vÞrjð1� pvðjÞÞ; qv > minthv ð47Þ

while for uncongested (under-utilized) links,

lv <
XMþN

j¼1
gðj; vÞrjð1� pvðjÞÞ; qv ¼ 0: ð48Þ

The set of M þ V Eqs. (46)–(48) in the M þ V un-
knowns (Wj; j¼ 1;2; . . . ;M and pvð1Þ; v¼ 1;2; . . . ;
V ) are then solved numerically as explained in
Section 4.

5.2. Modeling TCP timeout mechanism

In this section, we show how the model can be

extended to incorporate the effect of TOs. Since it

is well known that the slow start behavior has a

negligible effect on the TCP steady-state through-

put, we neglect slow start and assume that the
window size after a TO is set to 1 and that TCP

continues in the congestion avoidance phase after

some idle duration (discussed below). For sim-

plicity, only single TOs are considered since the

difference in performance between a single TO and

multiple TOs is insignificant (both result in very

low throughput). Thus, our objective is to model

the approximate TO behavior depicted in Fig. 12,
where a single TO causes the window size to be re-

duced to one, and TCP refrains from transmission
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(i.e. is idle) for a period of one round-trip time

(ci;j).
Let ZðWi;jÞ denote the probability that, given a

packet loss belonging to flow j, that loss will result

in a TO. Then, following the same steps as before

(for j ¼ 1; 2; . . . ;M),

Wiþ1;j ¼
Wi;j þ Xi=ci;j; w:p: 1� Pi;j;
Wi;j=2þ Xi=ci;j; w:p: Pi;jð1� ZðWi;jÞÞ;
1þ ðXi � ci;jÞ

þ
=ci;j; w:p: Pi;jZðWi;jÞ;

8<
:

ð49Þ

where

ðxÞþ ¼ 0 if x6 0;
x if x > 0:

�
ð50Þ

Taking the expectations of both sides and simpli-

fying,

WjPj
2

ð1þ ZðWjÞÞ ¼
X
cj
: ð51Þ

Let bj denote the steady-state proportion of time
that TCP flow j is busy (bj ¼ 1, j > M for the non-
responsive flows). Following the same derivation

steps as before,

Pj ¼
rjbj

PV
v¼1 pvðjÞgðj; vÞPV

u¼1
PM

k¼1 gðk; uÞrkpuðkÞbk
ð52Þ

and

X ¼ 1PV
u¼1
PMþN

k¼1 gðk; uÞrkpuðkÞbk
: ð53Þ

An expression for ZðWjÞ was derived (and vali-
dated) in Section 4 (Eq. (29)). An expression for bj
is derived as follows.

Let Xi;j denote the inter-loss times between

packet losses of TCP flow j (as opposed to Xi which

denotes the inter-loss times in the network) and

consider the window size evolution of flow j in

between two consecutive DA events (see Fig. 12)

Then

Wiþ1;j ¼ Wi;j=2þ
Xi;j

ci;j
ð54Þ

and hence

Xj ¼
Wjcj
2

: ð55Þ

Let NDAðWjÞ denote the average (from a fixed

point approximation argument) expected number

of consecutive DA�s. Then NDAðWjÞ follows a
geometric distribution with parameter ZðWjÞ,

NDAðWjÞ ¼
1� ZðWjÞ
ZðWjÞ

ð56Þ

and finally,

bj ¼ 1�
cj

cj þ XjNDAðWjÞ
; j ¼ 1; 2; . . . ;M : ð57Þ

Thus, a set of M equations in the M þ V un-

knowns is obtained by substituting by bj from (57)
and Pj from (52) in (51). The remaining V equa-

tions correspond to (47) and (48) with modifica-

tion to include the TO behavior yielding

lv ¼
XMþN

j¼1
gðj; vÞrjð1� pvðjÞÞbj; qv < minthv ð58Þ

for fully utilized links and

lv <
XMþN

j¼1
gðj; vÞrjð1� pvðjÞÞbj; qv ¼ 0 ð59Þ

for under-utilized links.

A solution for the M þ V unknowns is obtained
by solving the M þ V equations numerically as
explained in Section 6.

6. Network model results

In order to validate the analysis presented in the

previous sections, we present a representative

Fig. 12. Approximate TO behavior. After TO, slow-start is

neglected, and TCP is assumed to resume in congestion

avoidance mode with an initial window size value of one packet.
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number of comparisons between the numerical

results obtained from the solution of the M þ V
non-linear equations and the simulation results

from the ns-2 simulations.

The simulations reported here use the ‘‘gentle_’’

option of RED in the ns-2 simulator set to
‘‘true’’ (i.e. it uses the gentle variant) and the

‘‘setbit_’’ option set to false (i.e. packet drops in-

stead of marking). Other experiments without the

‘‘gentle’’ option provide results with similar accu-

racy (not reported here due to space constraints).

We first describe the technique used for solving

the non-linear equations. We then summarize the

modifications to the RED algorithm in ns-2 to
simulate the DiffRED behavior. And finally, we

present the validation experiments.

6.1. The network solver

In the analysis section, the V þM unknowns

(Wj, j ¼ 1; 2; . . . ;M and pvð1Þ, v ¼ 1; 2; . . . ; V ) are
related by a set of V þM non-linear equations. In
general, a set of non-linear equations can be solved

using a suitable numerical technique. Two main

problems encountered in solving non-linear equa-

tions are (i) the uniqueness of the solution and (ii)

the choice of an appropriate initial condition that

guarantees the convergence towards a true solu-

tion. In this section, we describe the algorithm

used to achieve both objectives.
Our algorithm is based on the observation that

there exists a unique solution for (46)–(48) that

satisfies 06 qv 6maxthv and Wj > 0. Thus, the
network solver is composed of the following two

steps (or modules):

Step I: The set of equations (46)–(48) is solved

using any iterative numerical technique. We used a

modified globally convergent Newton–Raphson
technique [33] that operates as follows: (1) it

chooses initial conditions randomly within the

solution space; (2) performs Newton–Raphson

technique while checking for convergence; (3) if

the algorithm converges to a valid solution, the

program terminates; else, the program repeats

from step (1) again.

Note that the resulting solution does not take
into account TOs or non-responsive flows––hence,

step II.

Step II: This step of our algorithm uses the

solution provided in step I as initial conditions––it

also uses a globally convergent Newton–Raphson

technique applied this time to the extended mod-

eling equations describing the TO behavior in (51)

and (52), (58) and (59) (and, if applicable, the
UDP behavior).

Thus, the network solver is composed of two

modules, each of which uses an iterative numerical

method; the first module solves the simplified

model and thus provides an approximate solution

for the network which is then fed into the next

module that refines the network solution providing

a more accurate one. This technique has proved to
converge to the correct solution in all experiments

we tried, a representative of which (a total of 160

experiments) are reported in the following sec-

tions.

6.2. Modifying ns-2 to model DiffRED

The following modifications to ns-2 were in-
corporated. In the packet common header, we

added a priority field that contains an integer

specifying the priority class of the packet. Simi-

larly, an additional parameter for the TCP object

specifying its class of service was added; when a

TCP session is established, this parameter is set to

the selected class of service for that session. The

TCP mechanism is also modified to label each
packet by the TCP session priority (by copying the

TCP session class of service to the packet header of

the packet being transmitted). Finally, the RED

algorithm is modified so as to first check for the

packet class (from the packet header) and compute

the packet drop probability according to the

mechanism outlined in Section 2.2 (for the case

without the ‘‘gentle’’ option) or 2.3 (for the ‘‘gen-
tle’’ variant).

6.3. Experimental topology

We use the topology of Fig. 5. It consists of two

RED/DiffRED queues Q1 and Q2. There are a
total of five sets of flows going through the queues

and each flow set is composed of four identical
flows. In the figure, S denotes the source (origin)

while D denotes the destination (sink) for those
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flows. Three sets of flows (S1, S2 and S3) arrive at

Q1, out of which only one (S2) traverses through
Q2. Two other sets of flows arrive at Q2. The only
two bottleneck links in the topology are those of

Q1 and Q2, where the link speeds are l1 and l2
(packets/s) and delays s1 and s2 (s).
In the experiments, we vary the priority class of

S2, allowing it to have a higher priority in some of

the experiments to compensate it for the higher

loss rate it suffers since it has to traverse both
queues.

Each experiment is composed of five simulation

runs, at the end of each we compute the parame-

ters of interest; average queue size for each queue,

average window size for each TCP flow and the

average goodput (number of packets received at

the destination per second). The duration of each

run is long enough to guarantee the operation of
the network in the steady state for a long duration.

We then compute the average, among the simula-

tion runs, of each of these parameters and com-

pare with the network solver results. In the figures,

we plot one point (x, y) for each experiment, where

x represents the simulation result and y represents

the corresponding result obtained from applying

our analytical network solver. Hence, ideally, all
points should lie on a line with a slope of 45�.

6.4. Experiments with TCP only

A total of 80 experiments have been performed

with various parameters. The parameters of five of

these experiments are shown in Table 2. Three

additional similar sets are performed but by re-
ducing the bottleneck link speeds by half for each

set (i.e. the first experiment in the last set would

configure the bottleneck links at 4 Mbps) thus
forming 20 experiments. These 20 experiments are

repeated four times, with the priority coefficient of

the higher priority flow S2 varying from 0.1 to 1.0

(in steps of 0.3). The results are shown in Figs.

13–15.

Note that this also validates the analysis for the

RED case, since setting the priority coefficient to

1.0 corresponds to RED operation.
In Fig. 13, each experiment results in two

points, one for each queue. Hence, the figure

contains a total of 160 simulation/analysis com-

parison points. On the other hand, in Figs. 14 and

15, each experiment results in three comparison

points. The reason is that TCP flows S1 and S3 (on

one hand) and S4 and S5 have identical goodput

Table 2

Parameters settings for the experimental network topology of Figs. 5 and 16

l1 l2 minth1 maxth1 maxp1 minth2 maxth2 maxp2 Pkt.

32 32 20 80 0.1 20 80 0.1 1

32 16 20 80 0.1 20 80 0.1 1

16 32 20 80 0.1 20 80 0.1 1

32 32 10 150 0.05 20 80 0.1 1

32 32 20 80 0.1 20 80 0.1 1.5

Link speeds are in Mbps, minth and maxth in packets and packet size in kbytes. s1 ¼ s2 ¼ 10 ms.

Fig. 13. Average queue size obtained from simulations and

analysis for the experiments with TCP traffic only.
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and congestion window size values. Thus, each
experiment renders three window sizes (and three

goodput values), one for S1 and S3, one for S2

and a third for S4 and S5 for a total of 240

comparison points for each of these figures.

6.5. Experiments with TCP and UDP

To validate the model results for mixed TCP
and UDP traffic, we modify the topology of Figs.

5–16 by adding two sets of UDP (constant bit rate)

flows, one that originates at S6 and passes through

both queues before exiting the network while the

other originates at S7 and passes only through Q2.
The transmission rates of the UDP flows are set

such that the total transmission rates of S1 and S2
equals 10% of the link capacities l1 and l2. The
results are shown in Figs. 17–19.

Just like Figs. 13 and 14, Figs. 17 and 18 con-

tain a total of 160 and 240 simulation/analysis

comparison points (respectively). However, unlike

Fig. 15 which contains 240 comparison points Fig.

19 contains an additional 160 comparison points

accounting for the 2 UDP flows in each of the 80
experiments.

Fig. 14. Average congestion window size from simulations and

analysis for the experiments with TCP traffic only.

Fig. 15. The average goodput obtained from simulations and

analysis for the experiments with TCP traffic only.

Fig. 16. Experimental network topology with two RED

queues.

Fig. 17. Average queue size obtained from simulations and

analysis for mixed TCP and UDP traffic.
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Finally, in Fig. 20, we show the results of

varying the priority coefficient for one of the ex-

periments (the first experiment in Table 1) sepa-
rately. The figure shows how the priority

coefficient is effective in boosting S2 goodput from

its low value when bð2Þ ¼ 1:0 to a much higher
value (almost equal to the other TCP flows rate)

when bð2Þ ¼ 0:1.

7. Conclusion

In this paper, an analytical model for a network

of RED/DiffRED queues with multiple competing

TCP and UDP flows was presented. Unlike pre-

vious work, our analysis is specifically targeted

towards AQM schemes which are characterized by

random packet drop (unlike TD queues which

drop packets in bursts). Our main contributions

are (i) an accurate TO formula that is orders of
magnitude more accurate than the best-known

analytical formula, (ii) closed form expressions for

the relative fairness of RED and TD towards

heterogeneous TCP flows, and (iii) analysis of

RED queues in a traditional as well as DiffServ

network. Our analysis has relied on a set of ap-

proximations to the TO dynamics as well as to the

loss rate process of each flow in the network. The
analytical results were validated against ns simu-

lations. These show that the results are accurate

within a mean margin of error of 2% for the av-

erage TCP throughput, 5% for the average queue

size and 4% for the average window size attribut-

able to the approximations introduced in Section

2. The model proposed should be applicable to a

variety of AQM schemes that rely on randomized
(instead of deterministic) packet drops.

A number of avenues for future research remain.

First, the model can be extended to the analysis of

Fig. 18. Average congestion window size obtained from simu-

lations and analysis for mixed TCP and UDP traffic.

Fig. 19. Average goodput obtained from simulations and

analysis for mixed TCP and UDP traffic.

Fig. 20. Effect of varying the priority coefficient of S2 on its

goodput. The experiment parameters are shown in the first

entry of Table 1.
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short-lived flows and the effects of limiting adver-

tised congestion window. Also model extensions to

other versions of TCP (e.g. Tahoe, SACK, . . ., etc.)
and to the case of ECN [34] may be considered.

Finally, as noted in (8), especially with the expected

coexistence of DiffServ networks with best-effort
networks, an extension of this model that captures

the interaction between traditional RED queues

and DiffRED would be valuable.

Appendix A

In Section 3.3, we have stated that the average
window size of a TCP flow passing through a TD

queue is inversely proportional to its round-trip

delay.

Proof. We show below that, for a TD queue, the

steady-state window size for any flow is inverse

proportional to the round-trip time.

In TD queues, buffer overflow causes (typically)
at least one packet loss from each flow passing

through the queue [35,36]. Using the same nota-

tions as Sections 2 and 3,

Wiþ1;j ¼
Wi;j

2
þ Xi

ci;j
: ðA:1Þ

Taking expectation of both sides of (A.1), and

denoting

Wj ¼ 2
X
cj

ðA:2Þ

proving the claim. �
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