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Blind Channel Estimation in Multi-Rate
CDMA Systems

Sumit Roy Senior Member, IEEEBnd Hongbo Yan

Abstract—Multi-rate CDMA is a potentially attractive multiple
access method for futurebroad-band multimediawireless networks
that must support integrated voice/data traffic. The primary
impairment for such multi-rate systems is the multipath nature
of radio channels that results in intra-user inter-chip interference
(ICI) and multi-user interference (MUI) between different users’
symbols. Explicit knowledge of the channel is typically needed for
high performance detectors (such as coherent demodulation). In
this work, we propose a subspace method for channel estimation
in multi-rate CDMA systems. A unified signal model that applies
to three multi-rate CDMA schemes proposed in the literature is
developed. The computational complexity for multi-rate scenarios
is large and variable—accordingly, a modified approach is devised
that offers performance/complexity trade-offs. Performance
analysis is conducted based on a close-form expression for the
mean square error of the estimator, supported by simulation
results that investigate the effectiveness of our method.

Index Terms—Blind channel estimation, code division multiple
access, multi-code, multi-rate, variable chip rate, variable pro-
cessing gain.

. INTRODUCTION

EXT generation networks are expected to support
multimediatraffic such as voice, video and data. Such
heterogeneous information sources are inheremtiyjti-rate
in nature. Among the principal candidate multiple access
schemes, CDMA offers a relatively straightforward solution to

|

this new communication scenario. It is well matched to bursty LTU

multi-rate, multimedia traffic as it allows for dynamic allocation Ml J\ [
of bandwidth resources among the active users; thus CDMA X channel
based air interfaces have been adopted for 3G systems [1], ©

[2]. In the literature, three access methodologies are proposed _ _ ,
] Three multi-rate CDMA access methods. (a) Variable chip rate access

for. multi-rate ;:DMA—variaple.chip rate, variable prCGS_Si”%eihc;d. (b) Variable processing gain access method. (c) Multiple code access
gain and multi-code transmission [3]-[5], as shown in Fig. nethod.

In variable chip rate systems, data streams at different rates are
spread with codes of the same length, i.e., different rate us&ach stream is first (serial-to-parallel) down converted into
use different chip rates, implying that the available bandwidgeveral basic rate streams; these lower rate substreams are then
is not fully used by the low rate users. Variable processirgpread over the same bandwidth for transmission. Orthogonal
gain systems avoid this problem by spreading data at differextdes are proposed to prevent self-interference between the
rates over the same bandwidth with codes of different lengybstreams [3], [6]. However, the presence of a dispersive
resulting in identical chip rate for all the users. The price paithannel as is common in wireless access results in loss of this
is the loss of processing gain by high rate users. In multi-codethogonality [15]. To deal with mutual interference between
systems, all rates are assumed to be multiples of a basic ratgnal components at different rates, one usually needs to
collect data samples over multiple symbol duration, implying

. . . ___increased processing time and memory in contrast to the single
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Fig. 3. A two-user variable processing gain system: rate ratio 2: 3.

Fig. 2. Multi-rate CDMA detector.

white Gaussian noise of varianeg,. The signal component
[10]-[12]. While published results are critically dependent of;;(¢) due to usey at ratei is given by
specific codes used in the design, a general consensus is that -
for the conventional matched filter receiver, variable processing e i .
gain and multi-code systems have identical performance [5], [6] rii(t) = Z 5ij (k)gis (¢ = KT3) )
while for maximum likelihood detection, variable processing
gain is preferable to a comparable multi-code realization [L3here the zero mean information sequengggk)s are i.i.d.,

A random code analysis for the dual-rate case is presente@friespective variance;; and independent of noise(t); T; is
[14] using the optimum near-far resistance (NFR) as the perfdipe symbol duration of raté sequences. The signature wave-
mance measure to compare detector structures. It is shown faam g;;(t) as seen by the receiver is the convolution of the
for high rate users, optimum NFR for variable processing gadfiannel impulse responsg;(t) and the pre-assigneans-
systems is identical to that of variable chip rate and better thatittedspreading code;;():
multi-code systems; for low rate users, the multi-code systems Li—1
have same NFR as variable processing gain systems while sur- ey I
passing variable chip rate systems. 9i5(t) = Z cig (Dhiy(t —UTz) 3)

In this paper, we consider multi-rate CDMA signaling . ] . . _
throughdispersivechannels. A general signal reception modé¥hereL; is the processing gain of rateusers,. is the chip
is proposed that incorporates all three access methods. fijation andu;;(t) is thecompositeehannel which includes the
CDMA receiver architecture depicted in Fig. 2 requires channé€d transmit/receive pulse shaping filters (e.g., raised cosine
estimation; in this work, we develop a subspace method fBtIS€) and the unknown multipaginysicalchannel [19]

k=—oc

=0

this purpose. This problem has been addressed in [17], [18] Dy
for single rate systems; our algorithm is a generalization to fii () = ap(t)6(t — ) (4)
the multi-rate case and accommodates single-rate as a special Py

case. Based on a unified data model, we accomplish channel ) o )

estimation for all three access methods under the same fraffBere Li; is the number of distinct pathsy,(t) is the com-
work. A reduced complexity method is also proposed to lessBI§X gain of the path and, is the propagation delay. We point
computational burden. out that for different users these parameters may be different;

The rest of the paper is organized as follows, Section in thi§ work, we will assumetatic multipath, i.e., the channel _
presents the received signal model: Section Il outlines tﬁ@ph.tudes and dellays are essentially fixed over the observation
algorithm for channel estimation and Section IV refines tHiuration. For practical purposés, (¢) can be modeled as a FIR
method for complexity reduction. Simulation results are givef{ter [19], [20], which incurs inter-symbol interference (ISI) as
in Sections V and VI concludes the work. shown in the signal model.

Throughout the paper, uppercase letters in boldface or Ca"ig_Since all the users share a common bandwidth in the variable

raphy denote matrices; lowercase letters in boldface stand RSPCESSING gain systems, the chip duration must be independent
vectors;(-)7, (- represent transpose and Hermitian respe€! ¢ hence

tively; || -_||, | -|lF are two-norm and Frobeni_us nor()’ is the T Iy 5)
pseudo-inverse ank; is thed x d unity matrix. °T L Ly
whereL; is the processing gain for rateThis indicates
Il. SIGNAL MODELS AND PROBLEM FORMULATION
. . . . T T Ty
A. Variable Processing Gain Systems o2 2N (6)
- . . . P P2 PN P
A baseband variable processing gain multi-rate CDMA com- . L
munication system can be modeled as wherepy, p2, ..., By are co-prime integers which indicate the
rate ratio,” = [[._, p; is the least common multiple gf;s
N K, and1/T;, is calledbasic rate Introduce for future use; =
z(t) = Z Z ri;(£) + w(t) (1) F/pi.thenrate isg, times the basic rate. Denalethe greatest
1 =1 common divisor ofLy, ..., Ly, it is easy to see thak; =

Lp;. Fig. 3illustrates the relative symbol duration of a dual-rate
where N and K; respectively denote the total number of dataystem where the rate ratio is 2 :B.= 6 in this example; rates
rates and the total number of users at iaadw(t) is additive 1 and 2 are respectively twice and three times the basic rate.
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Sampling the received signal at chip rate, we obtain the dighere
crete time model

N K gi; =[9i;(0) -+ - gy (Li — 1)]7,
where oo Itis clear thatg;; characterizes the contribution of the current
rij(n) = Z si;(k)gij(n — kL) (8) symbol to the received signal angf; reflects ISI due to the
oo previous symbol. Correspondingly partiti€y; such that
and
L1 gi; = Ci;hy;, g7, = Cihyj, (13)
gii(n) = D cij(Dhi(n —1). ©®)  thenmLP x (mq; + 1) matrix G;; can be expressed as
=0
We assume that all equi-rate users have the same channel order CZ‘Qj C%j h;;

M; measured in chip duration (the generalization to the caseg, . —

of distinct channel orders is straightforward). Since generally C.Q' cl h I
X ij A iJ

M,; <« L;, we reasonably assume that the duration;fr) is - -
2L; with some trailing zeros. In matrix form mLPx(mg+1)(M;+1)  (mq;+1)(M;+1) x (mg; +1)
gij =[9:;(0) -+~ gij(2L; — 1)]" =CijHij (14)
¢;;(0) T whereH;; is the block diagonal matrix di;;. The observation
. ) vector for thisZ-duration is
¢ij(Li —1) ¢i(0) hij(0) Xy = [e(nLP)---a(nLP +mLP — )"
= : : N K;
' = rij(ng) + wp
¢i;(Li — 1) hij(M;) zzz:l Jzz:l o)
. 0 Sll(mh)
L _ — [Gll GNKN] +w,
=C;;h;;. 10 —
I . ( ) rnLPXET\i K;(mg;+1) SN Ky (TLQN)
For full (column) rankC;;, h;; can be uniquely recovered from =t
g:;; thus estimation of the received signature waveform and =Gs, +w, (15)
channel is equivalent. where noise vectow,, = [w(nLP)---w(nLP+mLP—-1)]%.

. For the single rate scenario, second o_r(_jer blind 'dem'f'_cﬁfote that the length of the observation vector is a function of the
tion schemes [22], [23] are based on exploiting the cyclostatiogy, ,iing factor and processing gains. For example, consider a

arity of the received (continuous-time) signal via oversamplin ual-rate system with rate ratio 2 : 3 ahd= 15; the dimension
These methods collect the channel output samples over a sy qELe observatior,, will be 90m, indicating a significant nu-

duration to yield asectorwide-sense stationary process for SUbrhericaI complexity. We construct a data matkxoy placing./

sgquer_wt channel estimation. In t_he multi-rate case, fche receiye cessivex,,’s columnwise
signal is composed of several wide-sense cyclostationary com-

ponent signals witllifferentsymbol periods; thus the observa- X =[xy - Xntioi]
tion vector length must be (multiples of) the least common mul-
tiple of the constituent symbol duration, given By= m1;,..

For the example shown in Fig. 3, if there is only one rate in the —GS+W. (16)
system, say rate 1, a snapshot of durafipis enough to charac- ) ) ) ) ]
terize the received signal. In contrast, in the case of two symbol' "€ Problem addressed in this paper is the estimation of
rates, received signal structure repeats e¥gryluration, there- /i;(n) [and thereforey;;(n)] from X without explicit knowl-
fore a snapshot of at least that length is needed to describe §48€ 0fS-

system. The coefficient is called the (block¥moothing factar
Sincely,. = ¢;T;, the effective smoothing factor for rateisers

= G[Sn te Sn—l—J—l] + [Wn to Wn—l—.]—l]

B. Single Rate and Multi-Code Systems

is mgq; [18]. It is easy to see that the single rate system is a special case
Collecting chip rate samples;(n) over an interval of/” of the variable processing gain multi-rate systems Witk 1,
yields py =1, Ly = L, Ky = K andMy = M, for which the

snapshot intervdl’ = mLT..

3q =75 L7‘ T O L7‘ - 1 T . . .

rij(n) =[rij(nli) - rij((n 4+ ma) L; = 1)] In multi-code systems, multiple data (sub)streams are sent in
2

g8 g}j si;(n—1) parallel, each at thbasic ratedefined in (6). Clearly, a single
— — : rates user can be viewed ag virtual users at the basic rate
P ' (see Fig. 3). In this manner, multi-code systems are equivalent
gz gt | [ sij(n+mg —1) : ; ;
iy Dij to single rate systems with more (virtual) users and hence (16)
=Gyjsi(n) (12) still applies.
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C. Variable Chip Rate Systems The vectors inU,, associated with the singular values in diag-
For variable chip rate multi-rate CDMA systems, the signa?—”al matrixA ;, span the signal subspace defined by the columns
ture waveform is given by of G, and the vectors iJ,,,, associated with the zero singular
values, span the orthogonal complemen®hf (and hence of

L—1
; G). Thus we have
9ii(t) = D cij(Dhij(t —117) 17
1=0 UG =o. (23)
whereL is the processing gain and thus the chip duration for rate
i users isI? = T;/L. Suppose (6) is still valid, then samplingSinceG = [--- G;; - - |, this yields

with an intervalA = T¢ /p; = T;/L; yields
UfG,; =0, 1<i<N;1<j<K, (24

rig(n) = k_z_: sig(k)gij (n = kLi) (18) DenotingC}; (1 < I < mg; 4 1) as the submatrix af;; in (14)
and T consisting of columngl — 1)(M; + 1) + 1 throughl(M; + 1),
-1 then according to (14), (24) can be combined into
gij(n) = Y cij(Dhij(n — Ipi). (19) =
=0 U, Ch
It is easy to verify that (19) is equivalent to : h;; = Q;h;; =0 (25)
L;—1 Uw C;rjlqi +1
gij(n) = ; Pij(Dhij(n —1) (20) h on = o
where lengthL; effectivespreading code;;(n) is defined as  \whereU,, is a block diagonal matrix with block elemekbt,,.
-1 Equation (25) yields a set ding; + 1)(mLP — Rank(G))
hij(n) = Z ci;(D6(n — Ip;). (21) linear equations wittd/; + 1 unknowns. To determinle;; up to
1=0 a scalar,

Note that (8) and (18) have exactly the same form, as do (9)
and (20). Thus we conclude that (16) accommodates variable
chip rate systems as well. Clearly, the assumption on rate ratio - . o
specified in (6) is a requirement for (18) and (19) to be VaIiCrﬂeeds to be satisfied. A necessary condition for this is
Hence, we summarize that the unified model covers all three (mgi + 1)(mLP — Rank(G)) > M;. 27)
multi-rate CDMA access methods only if (6) holds; this is al- -

most always true in practice, particularly for variable processingssuming thatG has full rank, we arrive at

gain and multi-code systems.

N
l1l. SIGNATURE WAVEFORM/CHANNEL ESTIMATION (mg; + 1) <mLP - Z Ki(mg; + 1)) >M;.  (28)

A method is derived in this section for signature wave- =
form/channel estimation by exploiting the subspace of matrbQus together with Lemma 1, we obtain
X that contains the relevant channel information due to (16). In Theorem 1: For any rate), a set of necessary conditions for
order for the noise free observation mafixto share the same channel estimation with the proposed algorithm are
subspace structure &, a necessary condition is th&tmust 1) J > Zf;l K;(mg; + 1);
have full row rank [21] Fory ¥ | Ki(mgi + 1) X J matrix  2) (mg; + 1) (mLp ~ SN Ki(ma; + 1)) > M.
S with elements randomly sampled from a finite alphabet, ¢ js ohserved in [18] that better performance is generally ex-
this cond|t]|\9n is satisfied with probability 1 abis increased pected with larger smoothing factors but with diminishing re-
beyond>;_, Ki(mg; + 1) [24]. Thus given symbol rates, y;rns when the smoothing factor exceeds 3. In our case, the ef-
system load and the smoothing factor, we obtain the followingiye smoothing factamg; is usually no less than 2. Since the

requirement on the number of observation vectors for the merical complexity of the proposed algorithm is a quadratic

validity of th_e algorithm. » function ofm, as will been seen in Section IV, we propose to
Lemma 1: A necessary condition for subspace based channglypse the smallest which satisfies the above conditions.
estimation required to satisfy.J > 3_;_, Ki(mg; + 1). In the presence of noise, since only a perturbed versi6) pf

A. Algorithm Outline can be obtained, (25) is replaced by the LS criterion

We first consider the noise free case. Assuming the above nec- h;; = arg_min [ Qghij H 2 (29)
essary condition is satisfied, applying the singular value decom- b lI=1

position (SVD) [25] to data matriX, we have which provides an estimate af;; up to an unknown scalar.

The signature waveform estimagg; can then be determined

X =[U, Uw]ﬁf 8}["5 Vul™ @) fom (10)
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B. Identifiability We show the row dimensio#). = I — I + 1 of X(I; : I2) may
The identifiability condition from (25) is that there exists 8¢ Ch0Sen so as to achieve considerable computation savings
(M; + 1) x 1 vectorh such that compared to the full dimension case, wheR is large.

Applying SVD to noise free data matriX(/; : I2) yields

g=C;h (30) r. o o
. ) . . . XL :L)=[U, U, 5 V. Vo™ 33
lies both in Range(C;;) and Null(Uf). Let G = (Ll2) =1 ] [ 0 0} [ ] (33)
diag[G---G], then clearly Null(UZ) = Range(G). follows, as before that
Since the columns of;; are independent, the mapping of (30) " -
is isomorphic. Thus the identifiability condition becomes Uy Gij(ly 1 12) = U, Cii(lh 1 12)Hi; = 0. (34)

- N e _ Denote byC!.(1; : ;) (1 £ 1 < mg; + 1) the submatrix of
i ( ange ( ’) ﬂ anse ( )> (31) Cij(lh: 1) cojnS|st|ng of columngl — 1)(M; + 1) + 1 through

for uniqueness of the solution to (25), which is re-stated as fé[44; + 1), (34) can be rewritten as

lows. H 1(7. .
_ . . Uy, Cii(li: 1)
Theorem 2:h,;; can be uniquely determined up to _ _ H
some scalar with the algorithm iff the intersection between K : hij = Qijhy; = 0.
Range(C;;) andRange(G) is one-dimensional. Uy C;’jq”’l(ll 2 l2)
An interesting observation from the theorem is tffatloes P = =
not need to be full rank for the channel to be identifiable, which b v (35)

is in contrast to the conclusions for non-CDMA systems [23}pan in the noisy cask
With partial information ofg—the user spreading code, the
channel can be uniquely determined when the identifiability h;; = arg min HQZ’»huHQ (36)
condition is satisfied. I l=1

where it is clear that the modified method includes the original
C. Channel Order Selection forl; = 1,15 = mLP.

In the above derivation, we assume that the channel orderdVote that there may be all-zero columns@(i; : I>) for
M; are knowna priori at the receiver. Sensitivity of the methodSOMel1, I» pairs. Lettingd,. = I —{; +1, the number of rows in
to such knowledge is a key aspect of algorithm performanceG{/1 : Iz) andd.. the number ohonzerccolumns inG(l; : I»),
from (25), it follows that overestimation of the channel ordef€ obtain the following: -
will only introduce additional zeros in the tail of the vectss. Theorem 3: For any rate, the necessary conditions for the
Thus the subspace based channel estimator is expected téefiged method are
robust against channel order overestimation—in practice, onel) J > dg;
can use an estimate based on the maximum anticipated delag) (mg; + 1)(d, — d.) > M,.
spread at the cost of some performance degradation in channdthe identifiability condition is stated below.
estimates. Theorem 4:h;; can be uniquely determined up to some
scalar with the reduced complexity method iff the intersection
IV. REDUCED COMPLEXITY METHOD betweerRange(C;;) andRange(G) is one-dimensional, where
If the above condition holds for some users but not for others,
one may need to re-seleXi(l; : l) and/or increase the ma-
trix’s dimension. However, our extensive simulations show that

requiresO(a?b) flops [25]. SinceL P is a function of the rates | h diti i Th isfied
and is usually much larger than the system’s processing gaiﬂ§, ong as the necessary con itions in Theorem 3 are satisfied,
channels are generally identifiable for all the users.

multi-rate systems incur costs that may not be acceptable ﬁ‘. v arisi : N the | h of th
practice. To gain insight into this complexity, we compare three 10 naturally arising questions concern i) the length of the
dual-ratescenarios. The first system has rate ratio of 2:3 argduced dimension observation vectors and i) if there exists
L = 15; for the second, the rate ratio is 7: 11 ahe- 4 to keep 2" optimal choice for a given dimension. While the length of

the processing gains roughly the same; the third system has Fggeobservatlon vectors is a trade-off between performance and

ratio 2:5 andL = 15 such that the high rate users’ processingomputational burden, a lower bound is given by Theorem 3 as

gain is the same. SupposingLP > J, the complexities are % = e + Mi/(mg; + 1). For a given observation vector di-
O((90m)2J), O((308m)2J) and O((150m)?J) in the three mension, determining the location that yields best performance

cases, respectively. In this section, we explore ways to red&eecessit_ates performance analysis, the key result for which is
this complexity by trading off performance; a direct methoaummarlzed next. . R

is to use a reduced dimension observation vector in place oftesult: Denote the estimation errdkh;; = h;; — hy;; the

%. Introduce the new notatioA(l; : l) (a(l, : l,)) for the Mean square error (MSE) is thapproximatedby

submatrix ofA (subvector ofa) consisting of rows (entries)
throughis. It is clear from (16) that

;; 1S estimated from

The computational burden of the above algorithm ig
due to a full SVD onmILP x J data matrixX. Defining
a = max(mLP, J)andb = min(mLP, J), such an operation

MSE = E (Ah]] Ah;;) ~

(37)

2 2
Tw HQT.

2 (] )
Jaij F

Xy :l) =Gy : )S+W(y : 1z). (32) Proof: See the Appendix.



1000 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 50, NO. 6, JUNE 2002

It is easy to verify that the sample covariance makix= ? - [=== High rate user 1: blind estimation
XX /J is an unbiased estimator of the true covariance m 107§ v ';: o :?92 ra{e ”59'13:h9°.'e“°a' i
trix R = E(x,x). From central limit theorem we know that 'S | S Lo rate user 1: blind estimation
asJ — oo, the distribution of the perturbation 8, AR = . | —+— Low rate user 1: theoretical
R—R, approaches Gaussian distribution of zeromeanandve |- X3 - NS PR ——— R
ance of orde€)(1/.J),i.e., the result above provides a first-orde 2| '
approximation to the true MSE that is accurate for sufﬁcientlcus :
large J.

Note from (37) that MSE depends on both spreading cod®
and channels; thus it is not possible in general to determi
the optimal value of; in advance without knowledge of the 10 |
channel. Our simulation in Section V however shows that tt R
choice ofl; is not critical, at least for the channels considerec |- e

RM!

4 ; . . ;
V. SIMULATION RESULTS 10 0 10 20 30 40 50

In order to assess performance of the proposed methods . _. SNR(dB)
multi-rate CDMA systems, a commensurate single rate syst&n 4. NRMSE versus SNR with full dimension method for the variable
must be first determined. Thus we established the followirR§°cessing gain system.
baseline toward that end—

1) System Bandwidth The single rate, multi-code and vari-where D is the total number of Monte Carlo runh, is the
able processing gain systems have the same chip durativannel estimate at théth run, h is the true channel and it is
T. (and hence same bandwidth) as the highest rate usepsmalized to remove the scalar ambiguity of the estimates.
in variable chip rate systems. The desired user’s (average) signal-to-noise (SNR) ratio is
2) Net Rate Budget The total data rate (bits/s) is conservedefined as
in all systems, i.e., MR i [20%,/ L "
N 0-’2 )
> (38) N
i=1 Example 1 (Full Dimension Method)We consider a dual-
N ) ] rate system of 6 active users, 3 at high rate and 3 at low rate.
whereK =3 ;_, K; is the total number of users in anythe rate ratiois 2 : 3. In the variable processing gain system, we
system, and’,,. is the symbol duration of the equivalentopgoser, — 5, thus the processing gains for high rate and low
single rate system. o rate users are 10 and 15 respectively. et 2, implying that
3) Identical duration of observation in all systems. the observation vector length is 60. Data is obtained for trans-
4) Idermcal Iength of observatlon vectar,, in all cases, mission duration oB00p, 7> = 300p2T} (therefore 900 sym-
achieved by suitable choice of the smoothing factor. s transmitted at high rate and 600 symbols at low rate) in
5) Same two-ray multipath physical channel each independent trial. Using the equivalence conditions above,
the following corresponding settings for the multi-code system
Fij() = 8(t) = 0.76(t — T./3) (39) are obtained: processing gain 30, smoothing factor 2, 300 sym-
for all users in the system; the composite charng) is bols tra_nsmitted by each of the_ 15 vi_rtual users. For the vari_-
the convolution off;;(t) and raised-cosine pulse shapin ble chip rate.system thg conflguratlons are: processing gain
function with roll-off factor 0.10 (with respect to the re-10 [thus effective processing gains are 20 and 30 respectively,
ciprocal of the user's chip duration);;(¢) is truncated see (21)], smoothing factor 1., 900 symbols transm|tteq at high
to duration—37., 37.] in the single rate, multi-code angrate and 600 sym_b_ols_transmltted at Iow_rate. F_or the single rgte
variable processing gain systems and+677, 377 in system the specifications are: processing gain 12; smoothing
the variable chip rate system. Thus the channel orders &t 5, 750 symbols transmitted by each of the 6 users. Note
5 for the single rate, multi-code and variable processir’iBat the abpve p_arameter settings satisfy the necessary condi-
gain systems, 11 for high rate users and 17 for low ratons descr.|b(.ed in Theorem 1. We assume channel orders are
users in the variable chip rate system. knowna priori and conduct 100 mdependent runs to compute
6) Randomly generated binary spreading codes used inGf NRMSE under perfect power control, i.e., all users have
the systems (including multi-code) to eliminate any gegqual transmit power. The simulation results are presented in

=

i_
i

N

T,

pendence of performance on code correlations. Figs. 4-6, along v_vith the theoretica! resglts computed according

Estimator performance is evaluated in terms of normaliz&dl (37) and training-based LS estimation curves. We can see

root mean square error (NRMSE), defined as thatin all three multi-rate systems, 1) the theoretical expression
well approximates the simulation results; 2) minor estimation

1D E degradation is induced when the blind method is used instead

NRMSE= ,| — Z hy— — (40) of the training-based approach. Itis also observed that high rate

D d=1 [l and low rate users have comparable NRMSE in the multi-code
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High rate user 1: blind estimation } —o— Variable processing gain
; : %, —— Multi-code :
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Fig. 5. NRMSE versus SNR with full dimension method for the multi-cod&19- 7-  Estimation performance comparison.
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Fig. 6. NRMSE versus SNR with full dimension method for the variable chip
rate system. -1

e ....| —e— Variable processing gain
. . . . . [ PP RPT PP ....] —— Multi-code

and variable processing gain systems, in contrast to thevaria [ —=— Variable chip rate

chip rate system where high rate users have better estima i | = Single rate
performance. This is due to the fact that low rate users haw ’
larger channel order in the variable chip rate system. The sin<uJ v
rate system performance vis-a-vis the three multi-ratesystemg R i
shown in Fig. 7 where average NRMSE's over rates are used £ \\
multi-rate systems. It is observed that for the simulation settin¢
all the systems are comparable while the multi-code systenr
slightly superior to others.

Example 2 (Reduced Complexity Methodhe perfor-
mance/complexity tradeoffs for the reduced complexity methc
are investigated. In contrast to example 1, there are 5 high r
and 5 low rate users in the variable processing gain syste :
L = 10 and100p, 7> = 100p,7; observation duration is used. 0 gg 100 120
The rate ratio is again 2:3 and = 2. The parameters for dr
other systems are computed accordingly. Simulation results aig 9. Average NRMSE versus vector length.
presented in Figs. 8 and 9. This method is parametrized by a
“location” variablel; and the (reduced) vector dimensidn. Theorem 3; that requires knowledged To obviate a search
The minimum dimension of the observation vector is based @or this parameter, we replaek by the number of columns in

@
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x 10°

—o— Variable processing gain: original method :
—— Variable processing gain: complexity reduced method | :
—=— Multi-code: original method :
3H —— Multi-code: complexity reduced method

—<— Variable chip rate: original method

—&— Variable chip rate: complexity reduced method
—— Single rate: original method

25 Single rate: complexity reduced method
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Fig. 11. The effect of channel order overestimation on average NRMSE.
Fig. 10. Complexity versug.

G that constitutes a ready upper bound. Thus the observat
vector dimensions are no less than 61 in variable process
gain, 77 in multi-code, 41 in variable chip rate systems and |
in the single rate system respectively. We choése- 80 and
test the performance of the reduced complexity method wi
every possible value df;. Perfect power control is assumed ¥4

Fig. 8 is the plot of the average NRMSE over rates as a functi E
of [; with SNR= 5 dB and known channel orders. The resu'g
o . S 2 : : ]
shows that performance sensitivity fois not significant, thus  § o Full dimansion mathod: variabie processing gain
in the remainder of this examplé, = 1 is used. With other < = Full dimension method: multi-code
) . X R X —&— Full dimension method: variable chiprate |

simulation parameters fixed as before, Fig. 9 illustrates t [~ — Full dimension method: single rate o
effect of vector length on the average NRMSE, which is set R ey oo rar e Eocossing gain

i i i i i i —=— Reduced complexity method: variable chip rate
to be monotonically decreasing function @f, highlighting . Reduced somplexity method. eingle fete

the trade-off between estimation accuracy and complexi v : ‘
Estimates of the relative computational complexity are shov 442 i : ;
in Fig. 10 in terms of flop counts for the SVD for the respectiv 0 2 4Nea,_fa, ,aﬁoe 8 10
methods versug. as defined by (5); the processing gains of
other systems are computed according to conditions 1), 2)':69' 12.
the equivalence baseline. Observation vector length= 80
is used in the reduced complexity method to estimate tIBNR is fixed at 5 dB and channel order estimate measured
computational demands. Note that this value satisfies thme chip duration is varying. In addition); = 1, d, = 80
necessary conditions of Theorem 3 independetit.df is seen for the reduced complexity method. Note that the true order
that as the processing gains increase, the complexity of ike6 chips and the corresponding trd&; is specified by the
modified method is invariant té (the three multi-rate systemsequivalence condition 5) at the beginning of this section. The
have nearly identical complexity) in contrast to the originaverage NRMSE curves in Fig. 11 show that overestimation of
method—this is because the row dimension20fincreases channel orders results in minor NRMSE increase, attesting to
while that of X (I, : I2) does not. Further, the complexity of theits robustness.
single rate system for the original method is much larger thanExample 4 (Near—Far Effect) CDMA systems are interfer-
those of multi-rate systems for larde While the complexity ence limited since the received signature sequences of different
of both the single rate and multi-rate systemsO§L?) as users are not orthogonal; thus strong (undesired) users may
anticipated, the (multiplicative) constant differs due to the facvershadow weak (desired) users, resulting in tiear—far
that the number of columns K for the single rate system is problem. In such cases, multi-user (or interference suppressive)
larger than the corresponding multi-rate cases. We concludietection is employed to eliminate the multi-user interference
that significant computation savings can be achieved with owhose performance depends critically on the accuracy of the
modified method, particularly for largs. signature waveform estimation. Once again, we use parameters
Example 3 (Channel Order Selectionhn this example we from Example 2 with desired user's SNR 5 dB; as before,
evaluate the effect of channel order overestimation. Simulatin = 1, d, = 80 for the reduced complexity method. In
scenario is exactly the same as that in Example 2, except thatlti-rate systems we assume two desired users, one at high

Near—far effect.
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APPENDIX
MSE oF THE CHANNEL ESTIMATOR

The derivation is based on first order perturbation theory in-
troduced in [16]. We use the same method as [17] to obtain the
explicit form for MSE 4, denotes the true complementary sub-

10 space ofG({; : I;) and introduceMlf,, (A Q;;) as the difference
I betweerlt,, (Q;;) and its estimate. From [16], the perturbation
w10 to U, due to noise is given by

AUy ~ =Xy )YWHIL 1)U, (42)

- Single rate
—— Multi-code: high rate user 1
—— Multi-code: low rate user 1
10K —* Variable chip rate: high rate user 1

Introducing the following block diagonal matrices

—— Variable chip rate: low rate user 1 i Xt Lol
-0~ Variable processing gain: high rate user 1 [ ( 1- 2)
—— Variable processing gain: low rate user1 [ : R i
10°° lavle p 99 - ; X = . (43)
0 4 8 12 16 20 )
Eb/No (dB) i Xl : )
Fig. 13. BER performance. rnqi-l—]?'blocks
3 . _W(ll M 12)
rate and one at low rate; in the single rate system we only
X . . W = - (44)
assume one desired user. We also assume that all interfering .
users have the same signal power. Clearly, the average NRMSE L Wl : o)
in Fig. 12 is largely invariant to near—far ratio (ratio of the i +1 blocks

interfering users’ signal power to the desired user’'s) as antic-
ipated, since the signal subspace is determined by the us#€’obtain
normalized signature waveforms and not their powers. . . . .

Example 5 (BER PerformanceBased on the data model AQij = Cff Aldy, = _Cg AW, (45)
(15), we construct the decorrelating receivers for the systems | _ .
specified in Example 1 with channel estimates obtained via f ||m|IarIy, the perturbation to the channel estimation assumes
dimension method. For uncoded BPSK modulation, the BER® form
curves are shown in Fig. 13, where we have assumed user 1 at
each rate is the desired user. It can be seen that the variable chip

rate system has the best performance and the multi-code sysﬁ%%k be the column vector withth element one and zero oth-
outperforms the single rate system while the latter is superiord@yise thg:th element ofAh; : is given byAh,; (k) = efh;;.
the variable processing gain system. The exception is that ti§5 ' ! ! A

}

low rate user in the variable processing gain system has better
_ 2 Hat gt
=o,er Q29 e (47)

Ahy; = — QL AQHhy; = QLUE WX Cjhy;.  (46)

performance than those of the multi-code and single rate system {AhH(k)Aha»(k)} ~E { HeH Of WX HE, 1,
in low SNR region. i & = k =ity i Lij

VI. CONCLUSION

A unified model has been introduced for three multi-ratenote N, the number of column vectors i@, the
CDMA access methods over dispersive channels. A subsp&gti + 1)Nw X (mg; + 1)V, block matrixZ is constructed
based channel estimation algorithm developed for possible Y4 (br. be)th (1 < b, b < mqg; + 1))block defined as
in coherent multi-rate detectors requires complexity essentialty} (Cis (11 = 12))7 X (Iy = 1) XT 7 (13 : 1)Clr (I < Io)hj T, .
determined byL.P, the least common multiple of the system’drom [16, (73) and (80)] we know that
processing gains, which is typically much larger than any . "
individual user's processing gain. A modified method usin’ (1 = )X (1 12)X™ (1 : )G (1 : Io)
reduced dimension observation vectors is then introduced that — (s8H) !~ (E{s,si})~t _ R;! (48)
results in considerable complexity reduction (vs. performance - J J
trade-offs) as illustrated by simulations. Investigation shows b b
that estimation performance does not change much as fAC€C:; (i : l2)hi; andCj (1 : lo)h; are two column vec-
location of the reduced observation vectors varies; thus offfS ©f Gij(l1 : l2) and hence ofa(l, : l2), suppose they are
the dimension of the reduced observation vectors needs to"ﬂ)%eXEd as the; th andrth then
determined, which can be adapted in response to performance , H_, T
requirements. We remark that the important problemebf hij (Cif (I : 12)) Xl )X G (I < l2)hy;
fective multi-rate multi-user detector desigeeds significant R (r1, 72)
additional work that must be deferred to the future. ~——7 (49
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whereR;1(ry, 7o) is the(ry, 72)th element ofR 1, which is
1/07; if 71 = r, and zero otherwise. SB = L(,,.q, 41)n,, /0%

which indicates

and
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