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Introduction
This proposal concentrates on the routing functions and protocol and the related interworking aspects. Other functions like security, QoS and traffic flow control and specifics to support battery operated devices – e.g. power save operations - are not covered. Instead these are expected to be resolved in the process of developing the first full draft standard.

Many, if not most mesh networks will be deployed as access networks  which serve to connect the edges of the mesh to the portals that connect to other, typically infrastructure, networks. This dominant type of deployment suggests that tree-type paths suffice as baseline functionality for the TGs standard. 
Tree type paths can be efficiently constructed from peer-to-peer links, aided by the inherent broadcast nature of the radio medium. The number of messages needed to build a tree is proportional to the depth of the tree. Given bandwidth considerations that apply to the portal links, the depth of a mesh will typically be limited to less than 6 hops and frequently less than that.  Setting up such simple tree structures is quick and efficient and so is their maintenance.  

For more complex deployments, the basic tree connectivity obtained from link level discovery messages can be used in combination with a spanning tree protocol. The resulting Wireless Spanning Tree Protocol (W-STP) would build upon the proven and standardized tree building algorithms of 802.1w commonly known as Rapid Spanning Tree Protocol or RSTP. The advantages of such an approach are many:

· An integrated and ISO compliant architecture and proven performance in campus and corporate wired LAN networks

· MAC address based forwarding, self-configuring and self-healing properties

· Core algorithms and protocols can be re-used as required. This provides a large degree of flexibility in deployment based on a small set of protocol messages and information elements.
· Fits in seamlessly with 802.1d based LAN segments and makes interworking easy with other 802 LANs as well as higher layer, such as IP

The development of such a W-STP protocol will take time and may well involve cooperation with IEEE802.1. Since this would move the completion date of the standard beyond the correct plan, an alternative is needed. This proposal describes an alternative that provides a natural migration path W-STP while being sufficiently flexible to support a wide number of applications of mesh network and ?
The proposed protocol is a tree-based routing protocol that provides for a small set of messages that serve to discover connections between the nodes of a mesh network. This connectivity information is used to build simple trees that connect nodes to other nodes that serve as portals or other shared information sources and sinks. 
This proposal is limited to: 

a) the description of the protocol and functions and some examples of how these can be used in different environments; and
b) message formats and information elements required to assure interoperability

1 Tree-Based Routing Protocol Description

This proposal describes a baseline tree-based routine (TBR) protocol aimed simple, highly efficient networks. A more complex, fully functional wireless spanning tree protocol or W-STP that is suitable for wireless networks is left for later specification.
This proposal assumes that the TGs standard will specify a suitable extensibility feature that allows implementations to “import” other functionality and protocols than contained in the baseline standard. In the context of such extensibility it makes good sense to keep the content of the baseline standard limited to a simple and efficient routing scheme that supports a broad range of applications as possible. 

Implementations can import the W-STP protocol mentioned above or any other routing protocol through the Extensibility feature.
1.1 Overview

Radio link establishment and tree path building protocols must work together in such a way that they can choose which links will be selected when the tree is first established. This is achieved by:

1. Selecting a Root MP first  - e.g. by configuration data or by self declaration

2. Mapping RF links to logical links and retaining only the best links (throughput/delay) as active links

Root mesh points are either portals or shared edge nodes that source or sink data flows such as servers. Other nodes in the mesh are Mesh Access Points or edge nodes with user interfaces or they are transit nodes – mesh points without local interfaces that source or sink data.

A deployed network may contain more than one root node and thus more than one tree. Root nodes  typically include all of the portals but any node can act as root for a connectivity tree. Any node can be a part of any tree.  

This protocol requires only local broadcasting configuration messages only for each node added or dropped. Flooding is not required. Local filtering by mesh points sort the responses and selects the minimum needed to maintain the network’s (sub)tree(s). 

The protocol provides for neighbour discovery, path cost metrics distribution and (sub)tree definition. It has the following properties: 
· Supports all of unicast, broadcast and multicast forwarding 
· Provides path redundancy at all times via the back-up links 
· Supports active and passive scanning

· Provides hybrid proactive/reactive routing where mesh points explicitly explore their local connectivity or wait for requests from other meshpoints 

· Works with both single or multiple radio designs

· Supports flexible path cost metrics that can accommodate any link metrics
· Supports mobility of units and groups of units 
A typical fixed mesh network is shown in Figure 1.

[image: image1]
Figure 1: A tree structured WLAN Mesh

1.2 Topology Tree Creation

Mesh points are assumed to have information regarding the identities and other parameters of the networks they may want to connect with. Typically the number of such networks is just one but it can be more. Provisioning of such network information is outside the scope of the standard and of this contribution.
Mesh points that have no connections to a mesh network acquire connections by either active or passive discovery of candidate networks. This is an implementation choice. 

The quickest way for a node to find a path to any root is to interrogate its environment so as to discover  root nodes and branch nodes it can connect to. Root nodes will make themselves known in the information they send out in responses and beacons. This allows nodes that are within radio range distance to recognize  them as such and may  bind to them  -based on load and link performance criteria. Once that binding is in place, the connected nodes (now branch nodes) can do the same relative to other nodes, etc 

It is possible for mesh points to discover spanning trees, each advertising that they have connectivity to a different portal. In such cases, the path-cost metric alone may not be enough to determine which spanning tree is the  better choice. Hence, it must consider other factors such as its local-link radio signal parameters and QoS parameters to finally choose a tree instance to join. Note that proper administrative boundaries can be built in to make sure that mesh points can only join the tree instances they are allowed to join via MESH-ID or ESSID.

Active discovery is provided by means of broadcasts of “neighbour requests” – surrounding mesh points answer with data on network a given root node belongs to, the path(s) of the responder to a given root node, link quality statistics, etc. These responses are used by the receiving mesh point to determine which mesh point(s) to connect to. See Section 2, Frame Formats, below.
Passive tree discovery is supported through beacons containing the same type of information as provided in the neighbour responses. Beaconing is optional.

Each node maintains a distance vector for each root in the network. A node that binds to another node copies the distance vector and adds itself.
Once a suitable upstream mesh point has been identified, the nodes bind to each other using a suitable association protocol e.g. as by execution of the Association process as described in 802.11i. Both server based authentication and peer authentication are to be supported – the latter by means of pre-shared keys or suitable PKC certificates. 
Suitable alternative links may be recognized and their information cached as “backup” and “alternate” links.This is considered to be an implementation issue.
1.3 Topology Maintenance 

Topology maintenance requires regular status requests to upstream nodes in order to verify that the path to the root they serve is still available. This regular update is also used to keep the nodes of a tree on a common time base. See section 2, “Frame Formats”.
If the status update or traffic operations indicate the loss of a link to an upstream node, the acquisition process described in section 1.2 is executed.
1.4 Wireless Link Metric

The key factors that play a role in uplink path selection and neighbour association are: net link rate, current load uplink and hop count to the desired root. Further (radio metric) does not add much value, if only because the medium is highly variable at short time scales and ?
S(I)NR is a good predictor of net link rate that is likely to be achievable but this must be tempered by the current loading of the link. Thus the metrics to be reported to neighbours are simple: upstream SINR, link loading and hops to the root. 
Note that this scheme also supports a simple approach to distributed congestion control: if the uplink of the upstream mesh point is known, others can adjust their “feed rate”.
The processing and decision making to control neighbour selection and packet routing decisions is a local matter and outside scope of the standard.
1.5 Broadcast/Multicast 

Broadcast and Multicast by any node of a tree propagate to all nodes on that tree. Broadcasts propagate down and well as up. The upstream broadcast proceeds until the root triggering downstream replication to all children except the child from which the broadcast originated. All mesh points receiving broadcasts do  source filtering so that packets cannot loop.

1.6 Internal Addressing and data frame forwarding

Each portal has its own trees (= its own subnets) which it advertises to its neighbours so that they have the address of the portal (or other type of root device). Mesh access points advertise the subnets they are on as different SSIDs.
All mesh points, Mesh access points and portals use packet inspection to learn STA and local user addresses and the up or down link they are on – if that link changes, the local mapping of the address and the local link is updated.
A portal or other root that receives a unicast data frame, updates its local routing tables and or ARP tables and passes the de-capsulated packet to the interworking or to the local application. Similarly, unicast frames from the interworking function or local application are encapsulated in unicast packets sent down the appropriate tree with a routing header.

To facilitate interworking, a portal may provide ARP and DHCP services, however, this is outside the scope of the standard.
1.7 Security

The following is based on the premises that:

a) authenticated nodes are trustworthy 

b) authenticated nodes are implicitly authorized to join a mesh network for which the have the required authentication data.

c) Link by link encryption for data frames and management is acceptable 
d) Peer-to-peer association/authentication between mesh points is adequate 

The 802.11i Amendment provides all the necessary means to implement a suitable mesh security scheme and the work of TGw should provide an adequate basis for the security of the mesh management communications.

A short summary:
· Each mesh point acts as supplicant and authenticator for each of its neighbours in the mesh –irrespective of the tree(s) neighbour are on.
· Both distributed (credentials derived from certificates or PSK) or Centralized (AAA server directly accessible from at least one mesh point portal or other root device).
· Each mesh point has its own group session key to protect broadcast/multicasts and pair-wise session keys for unicast

· Mesh points use a 4-way handshake with each neighbour to establish session keys

1.8 QoS and Admission Control

QoS is provided by means of the IEEE 802.11e mechanisms used in bi-lateral fashion between mesh points.  The mapping of traffic types to EDCF priorities is a local matter that need not be specified in the TGs standard.
MAC layer, a mesh point can control access to the medium by its neighbours through the TSPEC negotiation. This allows a mesh point some degree of control the flow of information from other nodes to itself

Admission control in the sense of allowing applications or client devices to put traffic into the mesh network is a higher layer function that is outside the scope of this standard as are QoS policies and admission control policies. 
1.9 Congestion Control

Presumably, real mesh networks are planned – at least in terms of structure, traffic loads and link capacities. Such planning is outside the scope of this document. However, traffic patterns within a mesh network or part thereof may cause local and temporary overloading of the available link capacity. This proposal does not specify any other means for congestion control than a Time To Live parameter in data packets. This parameter can be set independently of the traffic type and allows applications some influence over the data loss in case of congestion. 
Other means of congestion control and fairness of medium access in a mesh network is considered to be outside the scope of this standard. If additional information, additional or in place of the link state information provided for in the standard, is required, it may be provided as an external specification – e.g. as part of an alternative routing protocol specification.
1.10 Lateral Multiple Trees

Tree instances run on a one per-root basis where the root is typically a portal. The mesh interfaces of the portals have the choice of doing one of the following and forming a backbone of the mesh:

a) Remaining flat with all mesh portals connected using 802.1s or MST protocol

b) Do (a) and use an L3 routing protocol to connect mesh portals
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Figure 2: Multiple trees  for different portals
A SMB mesh network may run (a) only. A campus mesh network may want to run a separate backbone spanning tree for traffic aggregation purposes. A community mesh network may remain flat as far as spanning tree is concerned and then use L3 routing protocols on the backbone in order to scale the network better and provide separate domains for service providers if needed. See also section 1.10 – Network Scaling.

Military and other highly mobile applications are best supported by a combination of a) and b) with small, layer 2 tree structures connected by mobile routers to assure robust and intelligent network connectivity.

It is noted that some hysteresis is required to ensure stability of co-existing tree instances as well as already established mesh links. It also helps avoid “ping-pong” or “gold-rush” effects of mesh points..
1.11 Overlay Multiple Trees for QoS

Overlay multiple spanning instances run with the same Root for all tree instances, but different tree structures are built. Each tree instance runs a specific traffic class – e.g. similar to 802.11e: Voice, Video, Best Effort, and Background. The formation of different trees can use different path-cost metrics in order build the most efficient tree for the traffic class to be transported over that tree. These path-cost metrics may be selected experimentally using real-life RF information as well as requirements of the traffic class in question. 
The number of trees to run and traffic classes to tie them are completely flexible. Tree instances are identified by means of tags in the data packets. These tags may be implicit (e.g. the traffic class) or explicit (e.g. VLAN). In the latter case a suitable tag needs to be defined. This is left open in this document.
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Figure 3: Multiple Overlay Trees for different classes of services
1.12 Overlay Trees and Multicast

Overlay structure of multiple spanning trees using tags has further benefits in multicast forwarding. Mesh points can use GVRP protocol is selectively choose on which tree they would like to receive multicast traffic from their upstream neighbours. Further, if trees are tied to traffic classes now, different types of multicast traffic are necessarily segregated to different tree instances. This implies that the Video tree will now transport Video streaming multicast traffic only and this tree is optimized with QoS on every mesh point in the network for Video. Note that it is possible to further categorize Video and Video multicast into different trees if needed.

As far as multicast protocol is concerned, there is no need to devise any new protocol. 802.1 and IGMP protocols should work quite well in a spanning tree based mesh networks. Most applications are likely to use downstream multicast with sources outside the mesh network. Simple extension of existing L2 multicasting can allow efficient multicast routing if the source is inside the mesh. 
1.13 Network Scaling

Large networks configurations can be served by replicating the basic tree building block suitably and interconnecting these through either wired or wireless links. In this case the portals are assumed to provide the necessary functions like bridging and ARP. 

[image: image4]
Figure 4:  Scaling by interconnecting  multiple mesh networks
1.14 Interworking 

With spanning tree structures used inside the mesh, interworking is simple: a portal that receives and upstream data frame with an encapsulated “user unicast” updates its local routing tables and passes the de-capsulated packet to the wire. Unicast packets from the wire are encapsulated sent down the tree with a path record that only contains the portal’s address.
Portals may perform proxy ARP and proxy DHCP to avoid forwarding broadcasts from the outside.
This simple scheme meets all the TGs requirements.
1.15 Extensibility
This proposal assumes that TGs will adopt the extensibility model proposed by Intel and others. 

2 Mesh Frame Formats
This section gives examples of essential frame formats and information elements but it is not complete. Further work is needed to align this proposal with elements of other proposals before adding further detail can be undertaken.
In general, mesh frames transmitted from one mesh point another use the 802.11-1999 four address format as a basis, extended by with the 802.11e QoS header field and a new mesh Loss Priority field. The frame format is shown in Figure 5.

The meaning of the shaded field depends on the Frame Type/Subtypes setting  which is controlled by the MIB entry dot11WLANMeshServices.
	Octets:2
	2
	6
	6
	6
	2
	6
	2
	3
	0-2312
	4

	Frame Control
	Duration
	Mesh Rx Addr
	Mesh Tx Addr
	Mesh Dest
Addr
	Seq Control
	Mesh ID
	  QoS Control
	Loss

Priority
	Frame Payload
	FCS

	MAC Header
	
	


Figure 5 : Mesh MAC frame format

The Type and Subtype of the Frame Control field are used to indicate the Mesh main type and three subtypes: Control, Data, and Management. The main type mesh is encoded as “11”

The To/From DS bits in the Frame Control field are used to indicate the Up/Down direction

The Mesh Rx and Tx Address fields are self explanatory. The Mesh Destination address contains the address of the mesh point to which the frame is directed (portal, mesh access point, etc).
The Mesh ID field contains an identifier for the local mesh – which is typically a locally unique random number.

The Loss Priority field allows MAC users some level of control over the likelihood of packet loss in case of network congestion. The format of the field is tbd but it is noted that 4 bits give a reasonable if not excessive degree of control.
The Frame Payload depends on the frame subtype:


Data frames: encapsulated MAC frames as received from the local user or bridge – see section 2.1


Control frames: as per 802.11 base standard


Management frames: discovery information, association information, etc, see section 2.2

2.1 Mesh Data Frames

Mesh data frames follows the basic format described above and contain an encapsulated MAC user frame including the FCS – as received from the MAC entity or, in case of a portal, from the bridge function.

This frame may be a broadcast /multicast or a unicast.
This encapsulation allows the user data to be completely separated from the mesh frame content.

2.2 Mesh Management Frames

Mesh Management frames follow the same format as the basic mesh frame and carry the management data in the Frame Payload field.
2.2.1 Specific Management Frame Types

2.2.1.1 Beacon frame format
The beacon content is carried in the frame payload field of the mesh management frame
Add the following rows to the end of IEEE Std 802.11®-1999 Table 4 in Clause “7.2.3.1 Beacon frame format”
Table 1: Beacon format additions

	Order
	Information
	Notes

	T.B.D
	OFDM Parameter Set
	The OFDM Parameter Set information element is present within Beacon frames generated by STAs using  Clause 17 PHYs.

	T.B.D
	Mesh Capability 
	The Mesh Capability information element shall be present within Beacon frames only when dot11WLANMeshService is true. 

	T.B.D
	Root Reachability 
	The Root reachability field shall be present within the Beacon frame only when  dot11WLANMeshService is true. The content of this field is the same as the Neighbour Response Information Element – see section 2.2.3.5.2



2.2.1.2 Association Request frame format

Add the following rows to the end of IEEE Std 802.11®-1999 Table 7 in Clause “7.2.3.4 Associate Request frame format”:
Table 2: Association Request frame body additions
	Order
	Information
	Notes

	T.B.D
	WLAN Mesh Capability 
	The WLAN Mesh Capability information element shall be present within Beacon frames only when dot11WLANMeshService is true. 

	T.B.D
	Active Profile Announcement
	The Active Profile Announcement information element shall be present within Beacon frames only when dot11WLANMeshService is true.


2.2.1.3 Probe Request frame format

Add the following rows to the end of IEEE Std 802.11®-1999 Table 12 in Clause “7.2.3.9 Probe Request frame format”:
Table 3: Probe Request frame body additions
	Order
	Information
	Notes

	T.B.D
	Mesh ID
	The Mesh ID information element shall be present within Beacon frames only when dot11WLANMeshService is true

	T.B.D
	WLAN Mesh Capability 
	The WLAN Mesh Capability information element shall be present within Beacon frames only when dot11WLANMeshService is true. 


The values of the above parameters in a Probe Request may be set to specific values or to wildcard values.

2.2.1.4 Probe Response frame format

Add the following rows to the end of IEEE Std 802.11®-1999 Table 12 in Clause “7.2.3.9 Probe Response frame format”:
Table 4: Probe Response frame body additions
	Order
	Information
	Notes

	T.B.D
	OFDM Parameter Set
	The OFDM Parameter Set information element is present within Beacon frames generated by STAs using  Clause 17 PHYs.

	T.B.D
	Mesh ID
	The Mesh ID information element shall be present within Beacon frames only when dot11WLANMeshService is true. 

	T.B.D
	WLAN Mesh Capability 
	The WLAN Mesh Capability information element shall be present within Beacon frames only when dot11WLANMeshService is true. 

	T.B.D
	Root Reachability 
	The Root Reachability information element shall be present within Beacon frames only when dot11WLANMeshService is true. The content of this field is the same as the Neighbour Response Information Element – see section 2.2.3.5.2



2.2.2 Management frame body components

2.2.2.1 Action field

Insert the mesh management item in IEEE Std 802.11®-1999 Table 21 as shown:

Table 5: Action frame category values

	Name
	Value
	See subclause

	Spectrum management
	0
	7.4.1

	Reserved
	1-3
	-

	Radio measurement
	4
	7.4.2

	Mesh management
	5
	-

	Reserved
	6-127
	

	Error
	128-255
	-


2.2.3 Information Elements

2.2.3.1 WLAN Mesh Capability Element

A new “WLAN Mesh Capability” element is used to advertise WLAN Mesh services. It is contained in probe response messages and in beacons transmitted by MPs. 

MPs may support one or more path selection protocols and path metrics. However, only one path selection protocol and one path metric may be active in a particular WLAN mesh network at any point in time.

The WLAN Mesh Capability Element notifies an active path selection protocol, an active path metric, a supported protocol list and a supported path metric.
	Octets: 1
	1
	1
	4
	4

	ID
	Length
	Version
	Active Protocol ID
	Active Metric ID


Figure 6: WLAN Mesh Capability Element

The fields contained in the element are as shown in Table 8.

Table 6: WLAN Mesh Capability Element Fields

	Field
	Value/description

	ID
	T.B.D

	Length
	Variable

	Version
	1

	Active Protocol ID
	Path selection protocol in use

	Active Metric ID
	Path selection metric in use


The peer capacity value is treated as a single field, with the least significant octet transmitted first. It 
2.2.3.1.1 Protocol identifier

The Protocol identifier is contained in the Active Protocol field and Supported Protocol List. This information identifies the path selection protocol for unicast, multicast and broadcast transmission. Protocol profile has format shown in figure 7.

	Octets:  3
	1

	OUI
	Protocol Identifier


Figure 7: Protocol identifier format
The protocol identifier specifies the protocol which is currently used to generate routing information in this network.
Table 7: Protocol Identifier Values

	OUI
	Value
	Meaning

	00-0F-AC
	0
	Tree-Based Routing Protocol

	00-0F-AC
	1
	Radio Metric AODV (optional path selection protocol)

	00-0F-AC
	2
	Radio Aware OLSR (optional path selection protocol)

	00-0F-AC
	etc
	Any other IEEE 802.11 specified protocol

	00-0F-AC
	2-255
	Reserved for future use

	Vendor OUI
	Other
	Vender specific


2.2.3.1.2 Metric Identifier

Metric identifier is contained in Active Metric field. This information identifies the path metric which is currently used by the active path selection protocol in the WLAN mesh network. Metric identifier has format shown in Figure 5.
	Octets:  3
	1

	OUI
	Metric Identifier


Figure 8: Metric identifier format

The protocol identifier specifies the protocol that is used to generate routing information in this network, as defined in Table 10.

Table 8: Metric Identifier Values
	OUI
	Value
	Meaning

	00-0F-AC
	0
	Default link metric – see section 1.4

	 00-0F-AC
	1-254
	Reserved for future use

	00-0F-AC
	255
	Null metric

	Vendor OUI
	Other
	Vender specific


The default metric is used in conjunction with the default protocol setting.
2.2.3.2 Active Profile Information Element

A new “Active Profile” element is used to notify the profile pair of the active path selection protocol and the active path metric to a peer MP. It is contained in association request message transmitted by the association requesting MP. The profile pair is selected by the association requesting MP local mechanism.

	Octets: 1
	1
	1
	1
	1

	ID
	Length
	Version
	Active Protocol
	Active Metric


Figure 9: Active Profile Information Element
The fields contained in the element are as shown in Table 11.

Table 9: Active Profile Information Element Values
	Field
	Value/description

	ID
	T.B.D

	Length
	Variable

	Version
	1

	Active Protocol ID
	Path Selection Protocol in use

	Active Metric ID
	Metric in use


2.2.3.3 Mesh ID Element

“Mesh ID“ element may be  used to advertise the identification of WLAN mesh network. A 0 length information field may be used within Probe Request management frame to indicate the wildcard Mesh ID. 

	Octets: 1
	1
	0-32

	Element ID
	Length
	Mesh ID


Figure 10: Mesh ID element format

2.2.3.4 Uplink Link State Information Element

A local Uplink link state information is transmitted to a neighbour MP to indicate the status of the up link of the sender. 
	Octets: 1
	1
	 6 #
	1
	1
	1
	

	ID
	Length
	Root ID
	SNR
	Load
	hops
	tbd


Figure 11: Uplink Link State Announcement Element
The fields contained in the element are as shown in table 12.
Table 10: Uplink Link State Announcement Element Fields

	Field
	Value/description

	ID
	?

	Length
	8

	# of roots
	 small number n

	Root ID
	 n times 48 bit address

	SNR
	In dB

	Load
	% utilization

	Hops
	Hopcount to root


2.2.3.5 Baseline Routing Information Elements

2.2.3.5.1 Neighbour Request Information Element
	Octets: 1
	1
	6

	ID
	Length
	Candiate MAC address


Figure 12: Route Request Element
Table 11: Route Request Element Fields

	Field
	Value/description

	ID
	TBD

	Length
	1

	Candidate MAC Address
	Optional: MAC address of  a root note being sought


2.2.3.5.2 Neighbour Response Information Element 
	Octets: 1
	1
	2
	1
	N*m

	ID
	Length
	Reachable Roots
	Number of Uplinks
	   N  Uplink  Link Statre Information Elements


Figure 13: Neighbour Response Element
Table 12: Neighbour Response Information Element Fields

	Field
	Value/description

	ID
	TBD

	Length
	variable

	Reachable Roots
	Root Reachability Information Element

	Number of Uplinks
	TBD

	1ste entry
	Uplink Link State Information Element

	2nd entry
	Uplink Link State Information Element

	etc
	


2.2.3.6 Root Reachability Element

“Root Reachability“ element is used to advertise the Root nodes to which an MP is able to communicate. This information element is included in Beacon and Probe response frame.

	Octets: 1
	1
	1
	??*n

	Element ID
	Length
	Number of Roots
	Root Descriptions


Figure 14: Root  Reachability element format

Table 13: Root  Reachability element fields
	Field
	Value/Description

	ID
	TBD

	Length
	?

	Number of Roots
	n

	Root Description
	Root MAC address and other relevant information like supported services, etc. Details tbd
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Abstract


This submission introduces a tree-based routing protocol, which is a simplified STP optimised for wireless mesh applications together with some extensions of the frame contents and formats for data and management.





The submission represents a partial proposal for routing functions and protocol to be standardised by 802.11 TGs. Many details that depend on or are derived from the baseline standard or amendments currently in progress  - like the exchange of security information during mesh link establishment – have not be addressed but are left to further joint work together with the TGs membership.
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