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2. Definitions
Acknowledged mode (AM): The service mode which provided by the RLCP for reliable unicast transmissions.
Access channel (ACH): Time slots used to contend for the channel access by using AESes.

Access energy signal (AES): The energy signals used to implement the prioritized access mechanism in the MDCF.
Association: The mobile station used to establish a station membership in a BSS network.
Busy energy signal (BES): The energy signals used to notify the occupancy of traffic channels.
Call admission control (CAC): An algorithm to ensure the admittance of a new flow into a resource constrained network does not violate parameterized service commitments made by the network to admitted flows.
Disassociation: The mobile station removing an existing association.

Echo channel (ECH): Time slots used to transmit BESes.

Energy signal: A short period of busy signal transmitted over the wireless medium by a transmitter.
Fragmentation: In the MDCF, the process of partitioning of a LLC PDU into a sequence of smaller RPDUs prior to transmission. The process of recombining a set of fragment RPDUs into a LLC PDU is known as defragmentation.
Frame: The format of aggregated bits from a protocol entity that are transmitted together in time.
Hidden station: A station whose transmissions cannot be detected using carrier sense by a second station but whose transmission interfere with transmissions from the second station to a third station,
MACP protocol data unit (MPDU): The units of data exchanged between two peer MACP entities in MDCF networks, using the services of the physical layer.
Mesh distributed coordination function (MDCF): A class of distributed function used in each mesh AP to form a multi-hop network based on TDMA/TDD technology.
Link: A physical path consisting of exactly one traversal of the wireless medium that is used to transfer RPDUs between two stations.

Link identifier (Link ID): Each service entity in the RLCP is assigned a link identification number. A link identification number should be unique between a transmission pair. In a mesh AP, RPDUs from service entities with different link IDs but a same destination shall be multiplexed on the reserved TCHs between the mesh AP and its transmission partner.   
Protocol Data Unit (PDU): The unit of data exchanged between peer entities.

Packet: The format of aggregated bits that are transmitted together in time across the physical medium,

Piggyback: The overloading of a frame of type data with an acknowledgement of previously received RPDUs to the station to which the frame is directed.
Quality of Service (QoS): A collective measure of the level of service delivered between mobile stations. Quality of Service is characterized by basic performance criteria, including availability, drop rate, throughput, packet delay and jitter and connection setup time.
RLCP protocol data unit (RPDU): The units of data exchanged between two peer RLCP entities in MDCF networks, using the services of MACP.

Time division duplexing (TDD): A transmission method that uses only one time slot both for transmitting and receiving.

Time division multiple access (TDMA): Dividing a radio frequency into time slots and then allocating slots to multiple links. In this way, a single frequency can support multiple, simultaneous data channels.
Traffic channel (TCH): Time slots used to transmit data packets.

Traffic identifier (TID): Any of identifiers usable by higher-layer entities to distinguish MPDUs to support QoS within the MACP in the MDCF.

Unacknowledged mode (UM): The service mode provided by the RLCP for connectionless unicast, multicast and broadcast transmissions.
Wireless medium (WM): The medium used to implement the transfer of PDUs between peer PHY entities of an WLAN.
3. Abbreviations and Acronyms

ACH 
Access Channel

AES
Access-E-Signal

AGC
Automatic Gain Control

AM 
Acknowledged Mode

AP 
Access Point

ARQ
Automatic Request

BES
Busy-E-Signal

BSS
Basic Service Set

BSSID
Basic Service Set identification

CAC 
Call Admission Control
CRC 
Cyclic Redundancy Code
DA
Destination Address

DCF 
Distributed Coordination Function

DiffServ 
Differentiated Services

DL
Data Link

DVB 
Double Value Busy-E-Signal

ECH 
Echo Channel
EDCA
Enhanced Distributed Channel Access
EF 
Expedited Forwarding
ESS
Extended Service Set

HCF
Hybrid Coordination Function

FA 
Fair Access
FCS
Frame Check Sequence

FTP 
File Transmission Protocol

Link ID
Link identification

LLC
Logic Link Control

LSB
Lease Significant Bit

MAC 
Media Access Control

MACP
Media Access Control Protocol

MDCF
Mesh Distributed Coordination Function

MPDU
MACP Protocol Data Unit
MSB
most Significant Bit
MTSF
MDCF time synchronization Function

nQSTA
non-QoS Station
PDU
Protocol Data Unit

PHB 
Per Hop Behaviors
PHY  
Physical layer
PLR
Packet Loss Rate
PPM
parts per million

QoS
Quality of Service

QTS
QoS-related Traffic Specification

QSTA
QoS station

RA
Receiver Address

RLCP 
Radio Link Control Protocol
RPDUs
RLC PDUs

SA
Source Address

SR-ARQ
Selective Repeat Automatic Request

STA
Station

SVB 
Single Value Busy-E-Signal

TA
Transmitter Address

TC
Traffic Category

TCH 
Traffic Channel

TCP

Transmission Control Protocol
TDD 

Time Division Duplex

TDMA 

Time Division Multiple Access
UM 
Unacknowledged Mode

VoIP
Voice over IP

VTT 
Valid Transmission Time

WDS
Wireless Distribution System

WM
Wireless Medium

WLAN 

Wireless LAN

4. Introduction
4.1. Purpose

This document describes a Media Access Control (MAC) proposal for Extended Service Set (ESS) Mesh Networking with the scope of the Project Authorization Request (PAR) [1] and Five Criteria [2] specified for IEEE 802.11 Task Group “s”. 
4.2. General description

An IEEE 802.11 ESS mesh network is a collection of Access points (AP) interconnected with wireless links [1]. Based on a self-formed ESS mesh network, a Wireless Distributed System (WDS) can be created, covering a wide range of area. It is required that the MAC protocol, used to form an ESS mesh network, is able to support multi-hop operation efficiently. But the IEEE 802.11 legacy MAC protocol [3] and its Quality of Service (QoS) amendment [4] support multi-hop operation poorly. Meanwhile, driven by the market, a WDS is expected to be able to deliver various types of real-time traffic [5] in addition to best-effort traffic.  Transport of real-time traffic flows requires delivering data under QoS requirements. The Qos metrics especially delay and jitter metrics impose a great challenge for multi-hop operation. A high achievable network throughput not necessarily goes in hand with a low packet delay. Moreover, as formed to exchange various flows between APs, an ESS mesh network would be quite often in a heavily loaded situation. From results reported in [6][7], the 802.11e Enhanced Distributed Channel Access (EDCA) and HCF Controlled Channel Access (HCCA) can hardly handle this situation. In short, an ESS mesh network is supposed to be able to support QoS transport in multi-hop operation under a highly loaded situation. Therefore minor amendments on the current IEEE 802.11 MAC mechanisms might hardly fulfill the task requirement.
A WDS normally covers a wide range of area, providing the wireless service for a large number of mobile stations. One frequency channel mostly cannot offer enough bandwidth to sustain a normal traffic exchange in a WDS. We therefore deem that a WDS should be built up on a multi-radio platform. In this document, we present a MAC amendment with the combination of newly proposed Mesh Distributed Coordination Function (MDCF) and current IEEE 802.11 MAC functions like Distributed Coordination Function (DCF) and EDCA etc. by taking advantage of the multi-radio platform. 
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Figure 1: An example of WDS

Figure 1 shows an example of a WDS. The MDCF is used in between mesh APs working on one or several frequency channels dependent on the expected traffic volume, while the EDCF/HCCA/DCF/PCF is used between a mobile station and a mesh AP in a Basic Service Set (BSS) network on another frequency channel. The network, formed among mesh APs by using MDCF, supports QoS delivery in multi-hop operation, while a BSS network, formed by using EDCF/HCCA/DCF/PCF, allows only single hop delivery. A WDS is created by connecting BSS networks with the multi-hop AP network.
A mesh AP should work on two or even more frequencies with at least two transceivers. Figure 2 describes the Data Link (DL) Layer model of a mesh AP. The DL layer comprises Logical Link Control (LLC) and MAC sublayers. A MAC entity consists of three functions. The Hybrid Coordination Function (HCF) including EDCA and HCCA is used for providing the BSS service with the QoS capability to associated mobile stations. The MDCF is used to form a multi-hop network between mesh APs. The Relay function performs the packet relay in a mesh AP. The frame conversion is a basic service of it. No need to modify IEEE 802.11 Physical layer (PHY) is required.
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Figure 2: The Data Link Layer model in a Mesh AP
Like the DCF and EDCA, the MDCF is also a distributed control protocol. A MDCF network is formed in a fully ad-hoc fashion. In difference to current IEEE 802.11 MAC mechanisms, the MDCF is based on Time Division Multiple Access (TDMA) technology. Transmission takes place in periodic time slots. The operation of such a network requires that stations are synchronized. 
The major features of the MDCF can be simply summarized as follows:

· A distributed synchronization mechanism is proposed for achieving synchronization among mesh APs for TDMA operation.
· Inhibit hidden stations in multi-hop environments.
· An efficient multi-hop operation is implemented on a single frequency channel without using an extra device.  In case of a heavily loaded ESS mesh network, more frequency channels can be put in use purely for increasing the bandwidth.
· A two-stage prioritized access mechanism is used to implement a differentiated access as well as guarantee a fair share of bandwidth between end-to-end connections. The differentiated levels can be easily extended a lot at the expense of a small overhead.

· The hop-to-hop forwarding of a multi-hop transmission might take place simultaneously in different traffic slots, achieving a very low end-to-end packet delay.

· Traffic slots established between adjacent stations are used to multiplex any packets transmitted on the route. A higher Qos packet is transmitted firstly. For highly loaded links, several traffic slots can be long time reserved for use, which dramatically reduces overall contention, and therefore significantly increases the network throughput and reduces end-to-end packet delays.
· Several time slots can be combined together for a specific traffic service according to it QoS requirement. A distributed Call Admission Control (CAC) mechanism helps to guarantee the QoS of established connections. Radio resource utilization, which information is necessary for a CAC, can be derived by stations directly from observing time slots.
· Channel management mechanisms help to achieve high channel utilization and a fair share of bandwidth when serving for a larger number of connections in parallel.
The remaining parts of the document are organized as follows: Section 5 introduces the overview of the MAC services. The Frame formats used in the MDCF are defined in Section 6. Section 7 describes the MDCF in details. , Section 8 presents a description of various compatible issues including PHY, security, mesh topology discovery, routing and mesh network size, respectively.
5. Overview of MAC Services

5.1. Protocol stack

Figure 3 shows the protocol stack in the IEEE 802 reference model and the logical divisions of the proposed mesh MAC protocol, used in a mesh AP. The mesh MAC amendment comprises three function blocks. The Hybrid Coordination Function (HCF) including EDCA and HCCA is used in a BSS network, providing communication services with QoS capability between a mesh AP and it associated QoS station (QSTA) or non-QoS station (nQSTA) on a frequency channel. The Mesh Distributed Function (MDCF) is used by mesh APs to form a multi-hop network on another frequency channel. The Relay function performs the packet relay in a mesh AP like frames conversion between the HCF and MDCF. The MDCF contains two protocols: Radio Link Control Protocol (RLCP) and Media Access Control Protocol (MACP).
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Figure 3: Mapping of IEEE 802 Reference Model to scope of the proposal.
5.2. Overview of the MDCF

A MDCF network is formed in a fully distributed manner on a single frequency channel. Any STAs can communicate with any other STAs as long as they are in the transmission range of one another. It may allow multi-hops to route messages from any STA to any other STA on the network. The MDCF is based on TDMA\TDD technology. The operation of a network requires that STAs are synchronized. Transmissions take place in periodic time slots called traffic slots. Energy-Signals, in-band busy tones, are used to implement a two-stage prioritized access mechanism and to inhibit nearby hidden stations. A MACF entity consists of a RLCP and a MACP entity, respectively.
The functions of the RLCP include:

a) Association control
b) Link management
c) Error control

d) Radio resource control

e) Flows control

f) Segmentation and reassembly operation

The functions of the MACP include:
g) Prioritized wireless medium access

h) Synchronization for TDMA operation

i) Transport of MACP protocol data units (MPDUs) over TDMA channels
j) Multiplexing packets onto reserved traffic channels under Differentiated Services (DiffServ)
k) Priority handling of packet data flows

l) TDMA channels on Time Division Duplex (TDD) operation
m) Claming down hidden stations

n) Error checking

5.3. Relay function
The major functions of the relay module include:

o) Frame formats conversion between the frames used in the HCF and the frames used in MDCF.
p) Frame filtering based on layer 2 fields.
6. Frame Formats in the MDCF
This clause specifies the frame formats used in the MDCF. 

6.1. General 

Figure 4 describes the relationships of various protocol data units (PDUs). The RLCP fragments a received LLC PDU into several shorter RLCP protocol data unit (RPDU). A protocol header is added to each RPDU. The length of a RPDU is dependent on the PHY data rate and the duration of a traffic slot. A MACP protocol data unit (MPDU) is assembled in the MACP by adding a MACP header directly on a RPDU. Then a PHY preamble is added to a MPDU before the MPDU is transmitted over the radio interface at a specified time slot. The preamble enables a MPDU to be decoded at the receiver side. The amount of PHY overheads include Tx power ramp on, the preamble used for Automatic Gain Control (AGC), synchronization and channel estimation, Tx power ramp off and a guard time. Those overheads are PHY scheme and application dependent. For instance, assuming the IEEE 802.11a PHY and WLAN application, the amount of PHY overheads is 9 µs.
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Figure 4: Relationships of various PDUs.
6.2. MACP Protocol Data Units (MPDUs)

Each frame consists of the following components:
q) A MACP header, comprising frame control, address, QoS control fields;
r) A frame body, containing information specific to the frame type;
s) A frame check sequence (FCS), containing an IEEE 32-bit cyclic redundancy code (CRC).
6.2.1. General frame format
Figure 5 shows the MPDU frame format. The MPDU frame format comprises a set of fields that occur in a fixed order in all frames. The fields Address 1, Address 2, Address 3 and Address 4 only appear in certain frame types. The length of a frame body varies from 0 to 1024 dependent on the frame type as well as the PHY rate. The FCS has a fixed length of 4 octets.
The definitions of addresses are same as the definitions in [3].  There are five kinds of addresses: Receiver Address (RA), Transmitter Address (TA), Destination Address (DA), Source Address (SA) and Basic Service Set identification (BSSID). All of those addresses are 6 octets in length.

Octets:     1                6
                    6                    6                    6                1              0 – 1024               4
	Frame 

Control
	Address 1
	Address 2
	Address 3
	Address 4
	QoS Control
	Frame Body
	FCS




Figure 5: MPDU frame format.
6. Frame control field

The Frame control field consists of the following fields: Type, Subtype and Reserved field. Figure 6 depicts the format. The Type filed is 2 bits in length and the Subtype field is 4 bits in length. The Type and Subtype fields together identify the function of the frame. There are three frame types: control, data and management. Table 1 defines the combinations of type and subtype.
B0               B1B2           B5                      B7
	Type
	Subtype
	Reserved


Figure 6: Frame control field in the MPDU
	Type value B0 B1
	Type description
	Subtype value (binary)
	Subtype description

	00
	Management
	0000
	Beacon

	00
	Management
	others
	Reserved

	01
	Control
	0000
	Link setup request

	01
	Control
	0001
	Traffic channel reservation request

	01
	Control
	others
	Reserved

	10
	Data
	0000
	Data frame Type 1: frame without address

	10
	Data
	0001
	Data frame Type 2: frame with 2 addresses (RA, TA)

	10
	Data
	0010
	Data frame Type 3: frame with 4 addresses (DA, SA, RA, TA)

	10
	Data
	others
	Reserved

	11
	Reserved
	0000-1111
	Reserved


Table 1: Type and Subtype combinations
There are three subtypes of the Data frames. The first subtype frame contains no address. The second subtype contains the RA and TA. And the third one contains the RA, TA, DA and SA.
6.6.6.7. QoS control field

The QoS Control field is 8 bits in length. It describes the Traffic Category (TC) that the frame belongs to. 16 traffic levels are distinguished in the format of traffic identifier (TID). Table 2 shows the details.
	Applicable
	Bits 0-3
	Bits 4-7

	All frames
	TID
	Reserved


Table 2: QoS Control fields

6.2.2. Management frames
6.2.2.1. Beacon frame

Figure 7 depicts the format of Beacon frame. The SA is the address of the station transmitting the frame. The value of BSSID field is the MAC address in use by the STA in the mesh AP of the BSS.
Octets:    1              6             6              1                0 – 1024          4
	Frame Control
	SA
	BSSID
	QoS Control
	Frame Body
	FCS




Figure 7: Beacon frame format

The information carried by the Beacon frame is shown in Table 3. The Transmitting time slot field uses 1 octet to indicate the time slot used for transmitting the beacon. The most significant bit (MSB) is used to indicate the type of time slot. The value 1 represents the ACH slot, while the value 0 means the TCH slot. If the MSB is 1, then remaining 7 bits are all filled with 0, otherwise the bits are used to indicate the sequence of traffic channel.

The traffic channel utilization is expressed in the second field with a length of 48 bits. The value of each bit represents the status of a traffic channel subsequently. The least significant bit (LSB) corresponds the traffic channel one. The value 1 indicates a corresponding traffic channel is in use, the value 0 means that the traffic channel is free. 
	Order
	Field
	Length in Octet
	Description

	1
	Transmitting time slot
	1
	Description of the time slot used to transmit the Beacon frame

	2
	Traffic channel utilization
	4
	Description of free and busy traffic channels observed by the source


Table 3: Beacon frame body

6.2.3. Control frames

The Control frame format is shown in Figure 8.  The RA is the MAC address of the intended immediate recipient. The TA is the address of the STA transmitting the frame. The DA is the address of the final recipient of forwarded application PDUs. The SA is the address of the STA generating application PDUs.
Octets:          1             6               6            6            6            1             0 – 1024         4
	Frame Control
	RA
	TA
	DA
	SA
	QoS Control
	Frame Body
	FCS




Figure 8: Control frame format
6.2.3.1. Link setup request (LinkSetupReq) frame
The frame body of the link setup request frame is the link setup request frame used in the RLCP. See 6.3.2.1 for detailed information.
6.2.3.2. Traffic channel reservation request (TCHReq) frame
The frame body of the traffic channel reservation frame is the traffic channel reservation request frame used in the RLCP. See 6.3.4.3 for detailed description.
6.2.4. Data frames

Date frames are used to carry various RPDUs. There are three types of Data Frames: Data Frame Type 1, Data Frame Type 2 and Data Frame Type 3. Figure 9, Figure 10 and Figure 11 show their formats, respectively. The Data Frame Type 1 is most frequently used one, containing no address. The Data Frame Type 2 indicates the intended immediate recipient RA and the transmitting station TA in the MACP Header. The Data Frame Type 3 indicates RA, TA, the final recipient station DA and the source station SA in the MACP header.
Octets:          1              1             0 – 1024           4
	Frame Control
	QoS Control
	Frame Body
	FCS




Figure 9: Format of Data Frame Type 1

Octets:          1             6               6           1             0 – 1024         4
	Frame Control
	RA
	TA
	QoS Control
	Frame Body
	FCS




Figure 10: Format of Data Frame Type 2

Octets:          1             6               6            6            6            1             0 – 1024         4
	Frame Control
	RA
	TA
	DA
	SA
	QoS Control
	Frame Body
	FCS




Figure 11: Format of Data Frame Type 3

6.3. RLCP Protocol Data Units (RPDUs)

Each frame consists of the following components:

t) A RLCP header, comprising frame control;

u) A frame body, containing information specific to the frame type;

6.3.1. General frame format
Figure 12 depicts the RPDU frame format. The RPDU Header is 1 octet in length, comprising the frame control filed. The length of frame body is dependent on the frame type, which information is contained in the frame control field.
Octets:
        1                         0 - 1023

	Frame Control
	Frame Body




Figure 12: RPDU frame format

6. Frame control field

The Frame control field consists of the following fields: Type, Subtype and Reserved field. Figure 13 depicts the format. The Type filed is 2 bits in length and Subtype field is 4 bits in length. The Type and Subtype fields together identify the function of a frame. There are five frame types: Link Control, Association Control, Radio Resource Control, AM data and UM Data. Table 4 defines the combinations of type and subtype. Data frames are categorized as two types: acknowledged mode (AM) and unacknowledged mode (UM). All link Control frames are for one-hop links between a RA and a TA.
B0               B2B3           B6                      B7

	Type
	Subtype
	Reserved


Figure 13: Frame control field in the RPDU

	Type value B0 B1
	Type description
	Subtype value (binary)
	Subtype description

	000
	Link Control
	0000
	Link setup request

	000
	Link Control
	0001
	Link Release request

	000
	Link Control
	Others
	Reserved

	001
	Association Control
	0000-1111
	Reserved for no-AP MDCF stations

	010
	Radio Resource Control
	0000
	Channel utilization request

	010
	Radio Resource Control
	0001
	Channel utilization response

	010
	Radio Resource Control
	0010
	Traffic channel reservation request for an established link under QoS requirement.

	010
	Radio Resource Control
	Others
	Reserved

	011
	AM Data
	0000
	Request for ARQ parameter changing 

	011
	AM Data
	0001
	Respond for ARQ parameter changing


	011
	AM Data
	0010
	ARQ polling frame

	011
	AM Data
	0011
	ARQ data frame

	011
	AM Data
	0100
	ARQ status report frame

	011
	AM Data
	Others
	Reserved

	100
	UM Data
	0000
	UM data frame

	100
	UM Data
	Others
	Reserved

	other
	Reserved
	0000-1111
	Reserved


Table 4: Type and Subtype combinations
6.3.2. Link control frames
6.3.2.1. Link setup request (LinkSetupReq) frame
Table 5 defines the frame body of the link setup request frame. The one-hop link Identification (Link_ID) field is 1 octet in length, specifying an integer number for intended one-hop link. A Link_ID should be unique between a transmission pair. The traffic channel utilization is shown in Channel Utilization field. See 6.2.1.1 for a detailed description. 
	Order
	Field
	Length in Octet
	Description

	1
	Link ID
	1
	Specify the link identification (Link_ID). A Link_ID should be unique between a transmission pair. 

	2
	Traffic channel utilization
	4
	Description of free and busy traffic channels observed by the source

	3
	QoS description
	4
	Description of traffic type, it characteristic, the maximum allowed traffic channel number for use and the number of traffic channels presently needed. 

	4
	Link parameter setting
	4
	Related link parameters setting in the RLCP

	5
	Traffic channels proposed for use
	4
	Description of a list of proposed channel for transmission

	6
	Proposal of PHY mode for use
	1
	Description of the proposed PHY mode for transmission

	7
	Remaining hops to DA
	1
	Description of the remaining hops needing to reach the final destination


Table 5: Frame body of the connection request frame

The QoS Description field describes the traffic type and the estimated traffic characteristic like mean traffic load and the ratio of the highest load to mean load (burstiness). The traffic types include Voice over IP (VOIP), video, background and best-effort. It also specifies the maximum number of traffic channels needed for the transmission, and requested number of traffic channels right now. The link parameter setting field describes the service mode that should be selected for the one-hop link in the RLCP. There are two modes available: Acknowledged mode (AM) and unacknowledged mode (UM). In case of AM, this field further specifies the key-parameter for Automatic Request (ARQ) protocol including the receiving window size, polling period and status reporting period etc. The traffic channel proposed for use filed proposes a list of traffic channels for transmission. It is 4 octets in length. The value of each bit represents a traffic channel subsequently. The LSB corresponds the traffic channel one. The value 1 indicates the corresponding traffic channel is proposed for use, the remaining bits are set as 0.
6.3.2.2. Link release request (LinkRelReq) frame
Table 6 shows the frame body of the link release request frame.
	Order
	Field
	Length in Octet
	Description

	1
	Link ID
	1
	Specify the Link_ID. A Link_ID should be unique between a transmission pair. 

	2
	Traffic channel utilization
	4
	Description of free and busy channels observed by the source


Table 6: Frame body of the disconnection request frame

6.3.3. Association control frames

It is indicated in [1] that the mesh function will be implemented among mesh APs. There is no need for mesh APs to associate with each other. This field is reserved for future use when non-AP MDCF STAs shall be supported.
6.3.4. Radio resource control frames

6.3.4.1. Traffic channel utilization request (TCHUtiReq) frame
No frame body is needed.
6.3.4.2. Traffic channel utilization respond (TCHUtiRes) frame
The frame body of traffic channel utilization request frame is shown in Table 7. The traffic channel utilization field is 4 octets in length, describing free and busy traffic channels observed by the transmitter. The definition of field structure is same as the definition of traffic channel utilization field described in 6.2.1.1. The traffic channels in use filed provide information including traffic channels being used by the transmitter, each transmission pair of a specific traffic channel and estimated release time of each traffic channel. This field is informative. The detailed description is left out in order to save space.
	Order
	Field
	Length in Octet
	Description

	1
	Traffic channel utilization
	4
	Description of free and busy traffic channels observed by the transmitter

	2
	Traffic channels in use 
	30
	Description of traffic channels being used by the transmitter, each transmission pair of a specific traffic channel and estimated release time of each traffic channel. 


Table 7: Frame body of connection request frame
6.3.4.3. Traffic channel reservation request (TCHReq) frame
Table 8 shows the frame body of the traffic channel reservation frame. It is a short version of the link setup request frame. See 6.3.2.1 for a detailed description.
	Order
	Field
	Length in Octet
	Description

	1
	Link ID
	1
	Specify the Link identification (Link_ID). The combination of the Link_ID and RA should be unique in a station.

	2
	Traffic channel utilization
	4
	Description of free and busy traffic channels observed by the source

	3
	QoS description
	4
	Description of traffic type, it characteristic, the maximum allowed traffic channel number for use and the number of traffic channels presently needed.  

	4
	Traffic channel proposed for use
	4
	Description of a list of proposed traffic channel for transmission

	5
	Proposal of PHY mode for use
	1
	Description of the proposed PHY mode for transmission


Table 8: Frame body of the traffic channel reservation frame

6.3.5. AM Data frames

6.3.5.1. Request frame for ARQ parameters adjusting (ARQParReq)
Figure 14 depicts the Format of request frame for ARQ parameters adjusting. The TxWindow and RxWindow fields specify the transmission window size at the transmitter side and receiving window size at the receiving side, respectively. The Poll_Period field describes the polling period of the transmitter and the Status_Period field specifies the status report period for the receiver. Both fields are 2 octets in length. An actual period is equal to the integer value time the TDMA frame length. The MaxDAT field specifies the maximum allowed number of times until a RPDU is correctly received or otherwise should be dropped.
Octets:
   2                   2                       2                            2                       1

	TxWindow
	RxWindow
	Poll_Period
	Status_Period
	MaxDAT


Figure 14: Format of request frame for ARQ parameter changing.

6.3.5.2. Respond frame for ARQ parameters adjusting (ARQParRes)
The format of respond frame for ARQ parameters adjusting is same as the format of request frame for ARQ parameter adjusting. 
6.3.5.3. ARQ polling frame

No frame body is needed. The sender requests a status report from the receiver by sending the frame.
6.3.5.4. ARQ data frame

The format of ARQ data frame is shown in Figure 15. Both the Current Fragmented Sequence Number (CFSN) and Last Fragmented Sequence Number (LFSN) fields are 4 bits in length, indicating the current and last sequence numbers of fragmented RPDUs from a LLC PDU, respectively. The first fragmented Sequence number is 0. The Seq. field is a 14 bits field, indicating the sequence number of a LLC PDU. The Poll field (P) is a 1 bit field. This field is used to request a status report of the receiver. The Bit 1 means the sender requests a status report, while 0 means that a status report is not requested. The Status bit (S) is a 1 bit field. When the S bit is set, it means that a status report is piggybacked with the data frame. The Len_Data filed is an optional field, with a length of 16 bits. It indicates the length of the following data field. The Len_Status and Status fields are also optional fields. When S bit is not set, those two fields do not appear in an ARQ data frame. The Len_Status field is 8 bits in length, indicating the length of the following piggybacked status packet. The Status field is used to carry an ARQ status report packet. See 6.3.5.5 for a detailed information.
	CFSN
	LFSN
	Seq.
	P
	S
	Len_Data
	Data
	Len_Status
	Status


Bits:     4            4           14       1     1            16              0 - 8152             8                80 - 248

Figure 15: Format of ARQ data frame.

6.3.5.5. ARQ status report (ARQStatusRep) frame
Figure 16 depicts the format of ARQ status report frame. The RxWindow field shows the current receiving window size at the receiver side. The Status_Period field is a 2 octets field, indicating the status report period setting at the receiver. The Len_Bitmap field is 2 octets in length, indicating the length of the Bitmap field. The Starting Fragmented Sequence Number (SFSN) is 1 octet in length, describing the first fragmented sequence number appeared in the bitmap. The Starting Sequence Number field is a 2 octet field, specifying the first sequence number of a LLC PDU used for fragmentation in the bitmap. The Bitmap filed comprises a variable number of octets specified in the Len_Bitmap field.  The bitmap shows the status of received RPDUs from (SFSN, SS), the starting point corresponding to the LSB of the bitmap. The value 1 in a bit means that the corresponding RPDU is correctly received, while the value 0 means that the RPDU is not correctly received.
Octets:             2                      2                       2                1            2             1-22
	RxWindow
	Status_Period
	Len_Bitmap
	SFSN
	SSN
	Bitmap


Figure 16: Format of ARQ status report frame.

6.3.6. UM data frames

Figure 17 depicts the formats of UM Data frames. The Current Fragmented Sequence Number (CFSN) and Last Fragmented Sequence Number (LFSN) fields are 3 bits in length, indicating the current and last sequence numbers of fragmented RPDUs from a LLC PDU, respectively. The first fragmented sequence number is 0. The Seq. field is a 10 bits field, indicating the sequence number of a LLC PDU. The Len_Data filed is 10 bits in length, indicating the length of the following data field.
	CFSN
	LFSN
	Seq.
	Len_Data
	Data





      Bits:     3            3           10           16             0-8160
Figure 17: Format of UM Data frame.
7. MDCF description

This clause presents the functional description of the Mesh Distributed Coordination Function (MDCF). The architecture of MDCF is introduced in 7.1. The MDCF comprises two parts: Media Access Control Protocol (MACP) and Radio Link Control Protocol (RLCP). The complete functional descriptions of the MACP and RLCP are provided in 7.2 and 7.3, respectively. Unless otherwise stated in this chapter, mesh APs are assumed to operate on a single frequency channel, and networks specially mean networks formed by those mesh APs.
7.1. Architecture of MDCF
Figure 18 depicts the architecture of the MDCF. The RLCP and MACP are two components of the MDCF. Transport of RPDUs from a RLCP entity to its peer entity relies on the services provided by its underlying MACP entity through the Service Access Point (SAP) between them. A RLCP entity provides the transmission service to the LLC entity and it also interacts with IEEE 802.11 HCF/DCF/PCF entities in a same mesh AP via the Relay function. The MACP implements the transmission service over the Wireless Medium (WM) by interacting with the PHY layer.
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Figure 18: The architecture of MDCF
7.1.1. Media Access Control Protocol (MACP)
The MACP is used by a mesh AP to acquire the right to use the WM in a fully distributed manner. It is based on Time Division Multiple Access\Time Division Duplex (TDMA\TDD) technology. A mesh AP is allowed to perform the media access procedure after it has achieved the frame level synchronization with its network neighbors in its initiation stage. A TDMA frame consists of three phases: media access phase, data transmission phase and notification of traffic slots occupation phase. Time slots in those phases are called Access Channel (ACH), Traffic Channel (TCH) and Echo Channel (ECH), respectively. Each ECH is associated to an ECH. 
When a mesh AP has data to transmit, it at first checks whether there are sufficient free available TCHs for transmission. If so, it contends for channel access in the ACH following the two-stage prioritized contention procedure. If it wins, it transmits a link setup request packet to the destination mesh AP in the transmission phase of ACH. A link setup request packet contains the traffic description, the free TCHs observed by the initiator. On reception of the link set request packet, the destination mesh AP would decide to accept the request or not. It evaluates whether the common free TCHs available for both sides are able to satisfy the QoS requirement of requested link and whether the establishment of the link would not corrupt the QoS of established links. In case of accepting, the destination mesh AP will transmit energy signals on the ECHs corresponding to the granted TCHs in a same TDMA frame in which it received the link setup request in the transmission phase of the ACH.  On reception of energy signals on ECHs, the initiator knows the link request has been accepted and the TCHs have been reserved. Later on, it transmits data packets on the reserved TCH(s).  And the receiver transmits energy signals to notify its neighbors that specific TCH(s) are in use. 
The mesh APs which lost a contention in the ACH shall contend again with an increased contention number used in the second stage of the ACH. A mesh AP, hearing either data packets on a TCH or energy signal on the corresponding ECH of the TCH, knows that the TCH has been reserved by other STAs, and it cannot use the TCH at present. The access contention and data packets transmission take place in different time slots. Therefore data packet transmissions and an ACH contention will not interfere with each other.  Selection of a TCH for data packet transmission needs an agreement between the transmitter and receiver. Each side has its own knowledge of available TCHs. Transmission on a newly selected TCH will therefore not cause interference to the existing transmissions, and also will not be interfered by the existing transmissions. The transmission range of energy signals used in the ACH is tuned to be larger that that of data packets on TCHs and energy signals on ECHs. A larger ACH contention range protects the potential hidden stations from simultaneously setting up two links, which might interfere with each other when later transmitting on a same TCH. .However a relatively short transmission range of data packets and energy signals assures a good effect of TCH reuse. A detailed description of the related issues is given in 7.2.5
Multi-hop operation is possible when intermediate mesh APs would like to forward data packets which are not intended to them. The reserved TCH(s) can be used by the transmission pair to multiplex any data packet on the route. A higher QoS level packet would be handled first. Multiplexing operation increases the channel utilization and also reduces the number of overall contention in a network. A transmission pair would consider to release some or all the reserved TCH(s), or to contend again to gain more TCH(s) as changing of their traffic load and overall TCH(s) usage in their area. 
7.1.2. Radio Link Control Protocol (RLCP)

A RLCP entity runs on the top of the MACP and interacts with the LLC layer and the Relay function module. It fragments a LLC PDU into several smaller RPDUs suitable for transmission over the lossy WM before passing to the MACP. At the receiver side, the RLCP entity reassembles the received RPDUs into LLC PDUs and delivers them to the LLC layer. A RLCP entity may exchange data packets with the IEEE 802.11 HCF/DCF/PCF entity resided also in a mesh AP via the Relay function module, which mainly performs the frame format conversion between RPDUs and DCF MAC PDUs.
The RLCP also takes care of the link management issue. There are two types of service modes managed by the RLCP. An acknowledged mode (AM) entity offers error-free delivery service to the LLC layer. The Selective Repeat Automatic Request (SR_ARQ) mechanism, providing error control and flow control service, is the key component of AM. An unacknowledged mode (UM) entity transports a RPDU to its peer entity without the guarantee that the RPDU would be correctly delivered. A RLCP entity allocates link buffers according to the traffic type. For some traffic, it may allocate an ARQ entity only for a link. And it may also let several traffic flows share an ARQ entity if their destinations are same and no packet delay requirement is same. For UM traffic, the RLCP allocate a service buffer per destination. In a multi-hop environment, a RLCP entity needs to maintain several ARQ entities in parallel, which may lead to consume quite a lot buffer. If necessary, the RLCP entity would negotiate with some of its partners to change key parameters like transmission\receiving windows size, status reporting period etc. to control its buffer consumption. A RLCP entity may also change those ARQ parameters of an ARQ entity during transmission for achieving better traffic performance.  For instance, in order to lower the drop rate of a real-time traffic due to break the delay requirement, the RLCP entity may poll more frequently and also ask the receiver to report more frequently.
The RLCP also manages the radio resource control. After receiving a link setup request indication from the MACP, the RLCP entity shall consider to accept the request only after it thinks that the current available TCH(s) can satisfy the QoS requirement of the connection and setting up the connection would not corrupt the QoS of established connections. Multi-hop connection requests shall be evaluated at the first forwarder by accounting for that a multi-hop connection consumes a multiple amount of radio resource than a single-hop connection does. A distributed Connection Admission Control (CAC) mechanism is used to decide whether to accept or reject a link setup request. A RLCP entity may contend to request more TCH(s) for a link if there is a sufficient amount of free TCH(s). It may ask its MACP entity to release TCH(s) currently used by low QoS level link, and attempt to reserve the TCH(s) for a higher QoS level link by contending in the ACH.  A RLCP entity shall sometimes send channel utilization request packets to inquire the channel usage of the concerned mesh APs nearby in order to better control the radio resource.
Another function of the RLCP is the association control. Since the MDCF is currently used to form a network between mesh APs, there is no need for mesh APs to associate with each other. A mobile station needs to associate with a nearby mesh AP in a DCF/PCF/HCF BSS by using the procedure described in [3]

 REF _Ref104290162 \r \h 
[4]. The RLCP reserves this function for future use when also non-AP MDCF mobile stations are supported.
7.2. MACP
7.2.1. TDMA frame and energy signals
Unless otherwise stated, all the following time related parameters are example values assuming the IEEE 802.11a PHY.
The MDCF is based on TDMA/TDD technology. The operation of a network requires that the involved STAs are synchronized. A solution for synchronization is given in 7.2.10. The TDMA frame and the waveform of energy signals are shown in Figure 19. Energy signals, in-band busy tones [8], play important roles in the MDCF. An energy signal occupies a short time slice, for instance 6 μs. Energy signals are classed into two types according to the time slot in which they are used.
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Figure 19: TDMA frame and energy signals
Each TDMA frame contains a number of time slots. Time slots are logically grouped into 4 types. The first type is the Access Channel (ACH), in which Access-E-Signals (AESes) are used to implement a two-stage prioritized access mechanism. The second type is called Traffic Channel (TCH), each slot carrying one data packet per TDMA frame. The third one is the Echo Channel (ECH). In a TDMA frame, the number of ECH slots is exactly same as that of TCH slots. Each ECH slot is paired with one TCH slot. An ECH slot is used by a receiving station to signal the occupancy of the corresponding TCH by transmitting a Busy-E-Signal (BES). The last slot in a TDMA frame is the guard time slot, with a period of less than an energy signal. It is used to separate two continuous TDMA frames for the purpose of synchronization.
Busy-E-Signals are used in the ECH, while Access-E-Signals are used in the ACH. BESes are categorized as Single Value Busy-E-Signals (SVBs) and Double Value Busy-E-Signals (DVBs) according to the signal length as shown in Figure 19. An Access-E-Signal has the exact waveform of a DVB. A SVB is used by a receiving STAs purely for informing its nearby stations of the occupancy of a specific TCH slot. In case that a receiving STAs has data packets for its transmitting STAs, it will transmit a DVB instead of a SVB to request the reverse transmission opportunity, i.e. the TCH in TDD mode of operation, in addition to its basic function as a BES.
The parameters like the number of TCHs, waveform of an energy signal, number of energy signals and length of a MAC frame may be different with different PHY schemes and applications. During operation, those parameters are never changed.
7.2.2. Prioritized access
7.2.2.1. Contention process
An ACH slot consists of three phases: Prioritization Phase (PP), Contention Phase (CP) and Transmission Phase (TP), as shown in Figure 20. A number of binary AESes are used in the first two phases to implement a prioritized access mechanism. The PP is the prioritized contention phase, preferable to higher QoS traffic. The setting of CP is to guarantee with a high probability that there is only one winner under a heavy contention. It is assumed that the number of binary AESs in the PP and CP of an ACH is m and n, respectively. The number m is associated with the amount of contention priorities, n with the STA density. As long as a STA needs to reserve TCHs, or set up a link with the destination STA, or broadcast beacons or other packets in case that the STA has no reserved TCH for use, it would contend in the ACH for winning a chance to transmit in the TP of an ACH.
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Figure 20: ACH structure.

The contention is performed as follows:
v) Each STA shall select a contention number according to the type of traffic and whether for the purpose of multi-hop forwarding. See 7.2.2.2 for a detailed description of connection levels. The amount of contention levels is up to 2m. The higher the number, the higher the access priority.

w) A STA checks the number bit by bit, when the bit is 1 it sends an AES, for 0 it listens. The most significant digit is transmitted first.

x) During a listening period, once hearing an energy signal, the contending STA knows that it has lost the contention in the current TDMA frame. It must cancel the rest of its pending energy signals and contend again in the future.

y) Surviving STA of PP use the same listening and sending scheme again to contend in CP by a number randomly generated from [0, 2n-1].

z) The winning STA of both previous phases then sends out the intended packet in the TP of the ACH.
aa) The losing STA contend again in the next TDMA frame.
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Figure 21: An example of contending for an access. STA S1, S2 and S3 are in the transmission range of one another.
Figure 21 illustrates a contention process. The STAs S1, S2 and S3 are in the transmission range of each other. They contend in the ACH at the same time. S1 and S2 want to set up a Voice over IP (VoIP) link with their partners, while S3 wants to initiate a one hop video stream connection. Assume that the QoS priorities of the VoIP and video stream are 9 (1001) and 7 (0111) respectively. Both S1 and S2 win in the first phase contention by means of listening and sending AESes. After that, each of them randomly generates a number and uses the number to compete again in the second phase. As shown in Figure 21, the generated numbers of S1 and S2 for the second phase are 185 (10111001) and 103 (01100111) respectively. S2 quits the second phase contention immediately since it hears an AES at the beginning of the phase. Finally, S1 gets the right to send out a request packet in the Transmission Phase.
7.2.2.2. Contention levels
Table 9 defines the contention levels used in the MDCF.

	Access Category
	Traffic Type
	Multi-hop Forwarding
	Contention Level

	AC_Beacon
	Control
	-
	7

	AC_VO_MULTI
	Voice
	yes
	6

	AC_VO
	Voice
	no
	5

	AC_VI_MULTI
	Video
	yes
	4

	AC_VI
	Video
	no
	3

	AC_BE_MULTI
	Background
	yes
	2

	AC_BE
	Background
	no
	1

	AC_BK
	Best Effort
	-
	0


Table 9: Contention levels in the MDCF.
Beacons used for synchronization should be handled in the top priority. Four traffic services are currently under consideration: voice, video, background and best-effort. According to the different packet delay requirements, those traffic flows are assigned with different access priorities as shown in Table 9.  The higher the packet delay requirement, the higher the contention level. In the multi-hop environment, a real-time traffic flow which needs to be forwarded by the intermediate STAs shall be assigned a higher priory over a single hop flow to access the channel for the sake of improving the delay performance. 
7.2.2.3. Fairness access
The CP of the ACH is used to assure with a high probability that there is only one winner in every ACH contention. The contention level is the CP can be set in a reasonable range without introducing too much overhead. Assuming an AES has a duration of 6 μs and the number of AESes in the CP is n. by increasing an overhead of 6*n μs, the contention is up to 2n. A fairness access mechanism is implemented by taking advantage of the structure.
Whenever a STA contends for setting up a link or reserving TCHs, it is always for a specific link (See 7.3.3) with a dedicated link ID. In a STA, there may be several links wishing to contend for the access at a certain period. As long as a STA loses the contention in the ACH for a link, the contention loss counter is used for the link. When the STA contends for the access in the ACH, the contention number used in the CP is generated in association with the contention loss counter of a link. The higher the loss counter, the bigger contention number would be.  In a STA, the links intended to serve for a higher level Access Category (AC) traffic, as shown in Table 9, will be handle first. For same level AC traffic links, the one with the higher loss counter is handled first.
7.2.3. Link setup and TCH reservation

When a STA wishes to transmit data packets, it first checks the local TCH status. In case the amount of available TCH(s) observed meets the traffic need, it would contend for an access in the ACH. If it wins the contention, it broadcasts a request packet for link setup/TCH(s) reservation containing the receiver address, QoS-related traffic specification (QTS) and a list of proposed TCH slots in the TP of the ACH. After receiving the request packet, the destination station makes the decision in the RLCP whether to accept the request by evaluating the received QTS and the free TCH slots available at its location. In case of acceptance, the receiver transmits SVB(s) in ECH(s) corresponding to the accepted TCH(s). Both the originator and nearby stations of the receiver obtain valuable information from the SVB(s). For the originator, it knows that the TCH(s) have been reserved. For the nearby stations, they know that the respective TCH(s) are in use and they cannot use them right now. Therefore potential hidden stations nearby the transmission pair are calmed down. 

Figure 22
 shows the process. MPME_xx in the Figure is used to represent a specific MACP management entities (MPME) primitive, used to exchange information between the RLCP and MACP. See 7.3.3 for more information. Section 7.3.3 also describes the difference between the link setup and TCH(s) reservation.
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Figure 22: Process for link setup and TCH reservation.
An example of calming down hidden station nearby transmission pairs is shown in Figure 23. The notation TCH n/ECH n means nth TCH slot/nth ECH slot in a TDMA frame in the following context. A transmission is ongoing between station S1 and S8. S1 uses the TCH 3 to transmit data packets and the receiving station S8 replies with BESs on the ECH 3 to inform its nearby stations that the TCH 3 is in use. S4 and S5 are potential hidden stations to S1. When they have data to transmit, they shall select TCH(s) other than TCH 3 for transmission, since both of them hear the BES on ECH 3 and infer that the TCH 3 is currently in use. In this example, the TCH 4 is chosen by them.
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Figure 23: An example of calming down hidden station nearby transmission pairs by transmitting BESes.
It should be noted that transmitting BESes on ECHs can only calm down hidden stations in the vicinity of a transmission pair. Hidden stations located far away may interfere with an on-going transmission in a multi-hop network. The integrated Hidden Station solution in the multi-hop environment is presented in 7.2.5.
7.2.4. Transmission and On-demand-TDD
Once TCH(s) have been reserved for a transmission pair, the sender uses one or some of them to send out its data packets. No matter whether the receiver correctly receives the packets or not, it replies with the SVB(s) in the related ECH(s) to signal the occupancy of the respective TCH(s) in its environment. In case the receiver has some data to send back, it transmits a DVB instead of SVB on the corresponding ECH. If the sender senses the DVB, from the next frame on, it stops the transmission in the respective TCH(s) and takes the charge of transmitting energy signals in the ECH(s). In reaction to this, the receiver shall send out packets via the reserved TCH(s). This mechanism is called On-Demand-TDD. Figure 24 shows transmission and on-demand-TDD process.
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Figure 24: An example of transmission process and on-demand-TDD.
It should be noted that a Type 1 Data frame only contains 9 octets overhead (6 octets from the MACP and 3 octets from the RLCP, see 6.2.4 and 6.3.5.4 for details).The decision whether to transmit a DVB to apply for the reverse transmission direction of a TCH is made according to the transmit buffer length in the receiving station and the arrival rate of up-coming packets. If necessary, a STA in the link attempts to gain more TCH(s) in order to meet the QoS requirement by contending in the ACH with its nearby STAs.
7.2.5. Calming down hidden stations
Working on a single frequency, the MDCF is able to calm down hidden stations completely. This part describes the integrated solution and presents an in-depth analysis. The terms transmission range and carrier sensing range which are used in this part are defined as follows:
Transmission range – when a station is in the transmission range of a transmitter, it can decode the data packets from the transmitter.
Carrier sensing range – Stations in the carrier sensing range can sense the transmission from the transmitter, but they may not decode the data packets. The carrier sensing range and transmission range depend on the transmission power level and the PHY mode. The carrier sensing range is larger that the transmission range. In this context, it is assumed that the carrier sensing range is 2 times larger that the transmission range. It can be also roughly assumed that two simultaneous transmissions may interfere with each other when two transmitters are in the carrier sensing range with each other.
Relevant transmission policies are summarized as follows:
ab) When contending for sending a link setup/TCH reservation request on the ACH, the transmitter uses 1.5 time transmission power than for data packets transmitted on TCHs to transmit AESes. A request packet can be transmitted in the TP of ACH with same transmission power as that used for transmitting Data packets on TCHs.
ac) Data packets and BESes are transmitted with same transmission power on TCHs and ECHs to assure a reasonable spatial reuse distance.
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Figure 25: Calming down hidden station in MDCF mesh networks.
Figure 25 shows a typical mesh network. Suppose STA E wants to initiate a transmission with STA F. It first senses the wireless medium to check the TCH status. Transmission from B, C, D, F, G, H can be sensed by it, while transmission from C, D, E, G, H, I can be sensed by F. In case that E finds enough free TCHs meeting its transmission requirement, it shall contend in the ACH to try to send a link setup/TCH reservation request packet to F. Since an AES contains no data information, a STA only needs to sense AESes during the PP and CP period. With using 1.5 time transmission power than for Data packets and BESes, its carrier influence range is extended to cover station A and I.  Therefore when STA E contends for the access in the ACH, there is only one winner (with a high probability) in an area covering STA A, B, C, D, E, F, G, H, I. In that area, it is not possible for two potential hidden stations to win contention simultaneously. Otherwise, they might select a same TCH slot for transmission, which cause to interfere with each other when transmitting. On reception of a link setup/TCH reservation request from STA E, F would select free TCHs which are not currently used by B, C, D, E, F, G, H, I. When STA I, which might be a potential hidden station to F, wants to initiate a transmission with J or H, since it can sense BESes or Data packets (on-demand-TDD) transmitted by E, it would select TCHs other than that are being used between station E and F. The similar choice will be made when station J wants to initiate a transmission to I. STA B and A are in the same situation as I and J, respectively. Since a STA located far away like J will use high enough transmitting power, which might cause interference to the transmission between E and F, to transmit AESes. However the contention in the ACH and transmission of Data packets take place in different time slots. Existing transmissions on the TCH will be not interfered by transmission on the ACH. When STA A and J want to transmit with the STAs which are not in the carrier sense range of E and F, they can reuse the TCHs currently used by E and F. The spatial reuse distance is the sum of the transmission range and carrier sensing range of the Data packet.
7.2.6. Packet multiplexing
A TCH established between adjacent STAa is used to multiplex any packets transmitting on the route. The sequence of transmission of packets competing for a TCH is according to their QoS priorities. Expedited Forwarding (EF) Per Hop Behaviors (PHB) specified in the Differentiated Services (DiffServ) protocol [10] is deployed in every station to multiplex packets onto any TCH that it is using.
Figure 26 illustrates the scheme. There is an ESS mesh network. Four mesh AP form a network on a frequency channel. BSS networks are formed between a mesh and its nearby mobile stations. Assume that three TCHs are reserved for transmission between the AP 2 and AP 1. Packets of different peer-to-peer connections are placed into several priority queues in the MACP entity of each station. The scheduler in the MACP issues the grants separately for each queue. All the queued packets are multiplexed into the reserved TCHs. The higher priority packets are preferred over the lower priority ones.
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Figure 26: An example of the packet multiplexing between two mesh APs.

Multiplexing operation increases the traffic channel utilization. For highly loaded links, several TCHs can be long time reserved for use, leading to dramatically reduce overall contentions and therefore significantly increase the network throughput and reduce the end-to-end packet delays.
7.2.7. Multi-hop operation
A multi-hop connection consists of multiple one-hop connections in tandem that each is independently controlled. As shown in Figure 27, owing to the TDMA structure, the hop-to-hop forwarding of a multi-hop transmission might take place simultaneously in different TCHs of a TDMA frame, helping to obtain very low end-to-end packets delays.
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Figure 27: Multi-hop forwarding might take place in a same TDMA frame
7.2.8. Broadcast and multicast

Broadcast and multicast MPDUs can be Type 2 or Type 3 Data MPDUs, containing 2 or 4 addresses as introduced in 6.2.4.  Transport of broadcast or multicast MPDUs is implemented by following approaches:
ad) In case a STA has reserved TCH(s) for use with another station, it will use one or some of the reserved TCH(s) to transmit broadcast/multicast MPDUs. And its transmission partner would transmit BESes on the corresponding ECH(s) as in the unicast situation.
ae) In case a STA does not have any reserved TCH(s) for use, it will select one station from its one-hop neighbors list maintained in its cache, and try to send a TCH reservation request to the selected station by contending in the ACH. As long as one or several TCH(s) have been reserved by the originator, it will transmit broadcast/multicast MPDUs on reserved TCH(s), and its selected partner station will send BESes on ECH(s) corresponding to the reserved TCH(s).
af) A STA may transmit single broadcast/multicast MPDU in the TP of the ACH after contending for the access if the MPDU fits into the TP.
Broadcast/multicast transmissions will not cause interference to, or get interference by other unicast transmissions in the multi-hop environment.
Delivery of broadcast/multicast MPDUs in an entire mesh network needs the support of the specific higher level protocol. The article [11] presents a summary of various algorithms used to implement an efficient broadcast/multicast delivery in multi-hop networks. 
7.2.9. TCH control
7.2.9.1. Hang-on release
A TCH is freed when meeting the following conditions:
ag) There is no packet in the TCH transmit buffer.
ah) The hang-on time specified for the TCH is expired.
When there is no packet for transmission in a TCH, the involved stations would not release the TCH immediately. Instead, they may hold the TCH for a certain period (hang-on time), to wait for the arrival of new packets from the up-layer or from nearby stations to be forwarded on the TCH. During the hang-on period, the newly arrived packets in the TCH transmit buffer are also transmitted via the TCH, and this cause a reset of the hang-on time at both sides. During a hang-on period, the receiving STA of the TCH shall transmit SVBs on the corresponding ECH. After the expiration of the hang-on time, a reserved TCH would be freed (No packet in TCH and No SVB in ECH). Figure 28 gives an example.
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Figure 28: Release of a TCH after the expiration of the set hang-on time. The hang-on time in the example is 2 TDMA frames.

A TCH in hang-on status avoids high priority flows that must contend for reserving TCH(s). A longer hang-on time might also lead to the waste of capacity. Therefore a trade-off must be made. In the MDCF, a TCH in hang-on status is immediately assigned to any urgent request to establish a link, if no free TCHs are available
The hang-on time for a TCH is set according to the contention level of flows. The higher the QoS level, the longer the duration. Some example values can be found in the simulation parameter setting.
7.2.9.2. Valid transmission time (VTT)
Several long-lived flows like File Transmission Protocol (FTP) traffic and video stream might cause a network to be in a saturated state. When this happens, stations cannot obtain a transmission chance even if they might have higher priority traffic like VoIP to transmit.
To prevent an excessive use of a TCH, each TCH is associated with a VTT value according to the traffic type. Generally speaking, a higher QoS traffic is assigned a long VTT value. Whether a STA releases a reserved TCH after the expiration of VTT or not depends on current TCH status. In case that there are not so many free TCHs available, the station will release the TCH immediately. Otherwise it keeps the TCH for use till the end of transmission or releases as long as there are not many free TCHs available. In case of releasing the TCH during transmission, the STA shall compete for a TCH again if necessary.
7.2.9.3. Forced release of TCH

The MACP may release a TCH on reception of the related primitive from the RLCP. See 7.3.6.2.1 for details.
7.2.9.4. Adaptation of TCH number for a link

ai) A STA shall contend for a link to get one more TCH if the current TCH(s) cannot satisfy the traffic needs. The allowed maximum number of TCH(s) for a link is associated with the type of traffic.
aj) A TCH shall be released for a number of reasons, see 7.2.9.1, 7.2.9.2, 7.2.9.3.
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Figure 29: An example of adaptation of TCH number for a link. The hang-on time is 1 TDMA frame and the maximum allowed number of TCHs for the link is 3. 
Figure 29 illustrates how the MDCF protocol handle a highly bursty real-time service like video streams in an efficient way, satisfying the transmission needs while not wasting the time slots. 
7.2.9.5. MACP Protocol Data Unit (MPDU) trains
To meet the QoS requirement of a link, several TCHs can be concatenated together for transmission. When more than two adjacent TCHs are used together, some intermediate control periods can be removed as shown in Figure 30. However a long PHY PDU results in a high packet error rate when being transmitted over the wireless medium.  Therefore a long data period must be filled with separated short packets, each of which contains its own Cyclic Redundancy Check (CRC) information. The more adjacent TCHs are combined, the higher transmission efficiency will be.
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Figure 30: An example of transmitting as MPDU trains.
7.2.10. Synchronization
7.2.10.1. General
For the application of the proposed MDCF in mesh networks, a synchronization of all mesh APs is required. The TDMA frame structure has to be synchronized for all mesh APs. This function is provided by an MDCF timing synchronization function (MTSF). The MTSF is implemented in a distributed algorithm that shall be performed by all mesh APs. Each mesh AP may transmit beacons according to the algorithm described in the following sections. A mesh AP does not need to maintain a local time for synchronization. Instead, it only needs to record the starting time instant of the last TDMA frame. 
Each mesh AP shall attempt to transmit beacons if it does not receive a valid beacon (see the definition of valid beacons in 7.2.10.2.2) in the specified interval. A beacon should be transmitted using the most robust PHY mode in a multi-PHY modes environment or a higher transmission power than other MPDUs. On reception of a valid beacon, a mesh AP will adjust the starting point of next TDMA frame which has been scheduled from the recorded starting time instant of last TDMA frame. A beacon contains no time related information but the information of the time slot on which it was transmitted. A receiving mesh AP can estimate the starting time instant of the TDMA frame of the sending mesh AP from the time slot information contained in the beacon. And it will then try to start the next TDMA frame simultaneously with the sending mesh AP.
The MTSF uses a compensation mechanism to combat the clock skews owing to different draft rates of oscillators at different mesh APs. Based on that, a precision synchronization is achieved to satisfy TDMA operation in single hop networks. A mechanism is used to help a mesh AP to check whether it is located at an overlapped area in a multi-hop network. If so, it would transmit beacons more often than nearby mesh APs. Otherwise, it shall reduce the frequency to transmit beacons. With the adaptive scheme, synchronization for TDMA operation in the multi-hop environment can be achieved. 
Concerning the initiation of a MDCF network, mesh APs are classed into 2 types. Mesh APs which have right to initiate a MDCF network are called Type 1 mesh AP. Type 2 mesh APs are not allowed to initiate a mesh network. The initiator of a network in this context means the mesh AP which is allowed to send first beacon packet. In a single-hop MDCF network, every mesh APs can be a Type 1 mesh AP. However in a multi-hop MDCF network, only one mesh AP can be the Type 1 mesh AP and others should be Type 2 mesh AP for sake of the implementation of time synchronization for TDMA operation in the multi-hop environment.
The following definitions will be used in the rest of the part:
PTDMA
– the time period of a TDMA frame
BTS 
– the minimal integer number used for calculating beacon generation timer period
BTW 
– the window size used for calculating beacon generation timer period
STLin 
– the starting instant of the nth TDMA frame at the mesh AP i
STRin    – the starting instant of the nth TDMA frame of the beacon sending mesh AP, which instant is a derived value at the mesh AP i from the newly received beacon without considering the propagation delay and the clock skew caused by different drift rates of crystal oscillators at the beacon sender and receiver
ΔSTRLin– the time difference between STRin and STLin (i.e. ΔSTRLin = STRin - STLin) at the nth TDMA frame in the mesh AP i
Tin
– the local time when receiving the last bit of a beacon frame at the nth TDMA frame in the mesh AP i
Dpro       – the amount of process delays on the way from a beacon sending to a beacon analysis, including the computation times at the transmitting mesh AP and the receiving mesh AP, and initialization times of antenna and transceivers

ΔXij      – the clock skew caused by different drift rates of crystal oscillator between the sender i and the receiver j in a beacon interval

tij
– propagation delay between the mesh AP i and the mesh AP j
di       – a variable used to represent the compensated drift rate of the mesh AP i; di in units of ppm (parts per million)
Tadj
– the time instant till when a mesh AP is allowed to adjust di since it is synchronized

Tslow 
– the time instant from when a mesh AP is only allowed to slowly adjust di
T SYN
– the time instant when a mesh AP gains synchronization.
PACH    – the duration of an ACH including Prioritization Phase (PP), Contention Phase (CP) and Transmission Phase (TP)
PPP
– the duration of the PP in an ACH

PCP
– the duration of the CP in an ACH

PTCH
– the duration of a TCH

SB
– the length of the Beacon frame in bits

PHYB
– PHY data rate used to transmit beacons

iTCH   – the numbered TCH slot that a mesh AP received a beacon; the one next to ACH is number as 1, then  the number increases one by one till the one close to ECH.
7.2.10.2. Maintaining synchronization
Each mesh AP shall maintain a MTSF timer. Mesh APs expect to receive beacons at a nominal rate. The interval between beacon generations is defined by the parameter MeshBeaconPeriod within a mesh AP.
7.2.10.2.1. Beacon generation
Beacon generation in a mesh network is distributed. All members of the mesh network participate the beacon generation. Each mesh AP shall maintain its own MTSF timer that is used for MeshBeaconPeriod timing. The MeshBeaconPeriod shall be a multiple of the duration of a TDMA frame. The number TDMA frames comprising the MeshBeaconPeriod shall be randomly selected from a defined interval [BTS*PTDMA, (BTS+BTW)*PTDMA]. At the expiration of its own MTSF timer a mesh AP shall:

ak) Select a TDMA channel for the beacon transmission. If at least one TCH is in used by the mesh AP, one of them shall be used for the beacon transmission. Otherwise the beacon shall be sent on the ACH.

al)  Wait for the start of the selected channel, either ACH or TCH. In the case that the beacon has to be transmitted on the ACH, the mesh AP shall contend for access to the ACH with the highest priority.

am) Cancel the pending beacon transmission, if a beacon arrives before the channel selected for beacon transmission starts.

an) Send a beacon if the contention for the ACH is successful, or if the TCH selected for the beacon transmission starts.

ao) If a mesh AP receives a beacon before the expiration of its MTSF timer, it shall delete the pending beacon and initiate a new MTSF timer with a randomly selected MeshBeaconPeriod.
7.2.10.2.2. Beacon reception
Mesh APs shall use the information in any received beacon to check whether the TDMA frame structure of the MDCF is synchronized. Two types of a received beacon are distinguished:

ap) A valid beacon contains TDMA frame structure information that coincides with the local TDMA frame structure. That means that the beacon has been received in exactly the channel, either in the ACH or in a TCH, which is announced in the beacon. Therefore, a mesh AP that receives a valid beacon is assumed to be synchronized with the beacon transmitter.

aq) The second type of beacon is an invalid beacon. In an invalid beacon the contained transmission channel description does not coincide with the local TDMA frame structure. When a mesh AP receives an invalid beacon, it shall assume to be interfered.
7.2.10.3. The MTSF finite state machine
The MTSF finite state machine consists of four states shown in Table 10:

	state
	Description
	TDMA operation

	CLOSED
	The mesh AP is inactive
	Not allowed

	SCAN
	The mesh AP is scanning for a beacon
	Not allowed

	SYNC
	The mesh AP is synchronized to all neighboring mesh APs
	Allowed

	INT
	The mesh AP is surrounded by at least two unsynchronized mesh APs
	Not allowed


Table 10: The states used in the MTSF state machine.
The description of MTSF timers is presented in 7.2.10.4.
The behavior of a mesh AP concerning the MTSF is determined by the finite state machine shown in Figure 31. 
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Figure 31: Finite state machine of the MTSF.

A detailed description of the finite state machine is as follows:

ar) After being switched on or waked up, a mesh AP changes its state from the CLOSED to SCAN, and it shall initiate a T1 timer if it is a Type 1 mesh AP. In that state, the mesh AP is not synchronized to any other mesh AP and scans the WM for beacons. The duration of a T1 MTSF timer is determined by the parameter MeshBeaconPeriodSCAN. The parameter MeshBeaconPeriodSCAN shall be lager then MeshBeaconPeriodSYNC to cover a scanning duration long enough to receive any possible MeshBeaconPeriod of nearby mesh APs. Considering the possible loss of sent beacons, the MeshBeaconPeriodSCAN shall be a multiple of the mean MeshBeaconPeriod. 

as)  In case a STA receives a beacon in the SCAN state, it synchronizes to the TDMA frame structure of the beacon sender. This synchronization is accomplished due to the beacon information that describes the beacon position in the sending mesh AP’s TDMA frame structure. The pending beacon transmission is deleted, the mesh AP’s state is changed to SYNC, and a T2 timer with a randomly selected MeshBeaconPeriodSYNC is initiated. In case a Type 1 mesh AP senses signals which it cannot decode or it can decode but the decoded packet is not a Beacon frame, it reset its T1 timer. As long as the T1 timer expires, a Type 1 mesh AP will broadcast a beacon, switch its state to the SYNC state and initiate a T2 timer.
at) In the SYNC state, mesh APs are allowed to send and receive packets via TDMA operation. In case of the expiration of the T2 timer, a mesh AP shall broadcast a beacon either in the TP of the ACH or on a TCH if the mesh AP happens to reserve the TCH for use. After that, the mesh AP initiates a new T2 timer for future use. When a mesh AP receives a valid beacon, it would adjust the starting time of next TDMA frame by analyzing the arrival time of the beacon. 
au) In the SYNC state, the mesh APs which often receive more than 2 beacons in a T2 timer interval shall be given an enhanced right to transmit beacons frequently. The reason and approaches to enhance the beacon transmission right are presented at 7.2.10.6. 
av) In the SYNC state, in case a mesh AP receives invalid beacons defined at 7.2.10.2.2 b), it shall switch its state to the INT state, cancel T2 timer and initiate a T3 timer. The duration of a T3 is determined by MeshIntPeriod, a multiple of the mean MeshBeaconPeriodPeriodSYNC.  
aw) In the INT state, a mesh AP is not allowed to send beacons and any other MPDUs. However it shall scan the WM for beacons. If a mesh AP senses unknown signal or receives beacons with different TMDA frame structure, it will reset T3 timer and stay in the state. Otherwise, when the T3 timer expires, it shall switch its state to the SCAN state.
7.2.10.4. MTSF timers
There are three types of timers defined in the MTSF. The T1, T2, T3 timers are used in the SCAN, SYNC and INT states, respectively. Table 11 presents a summary.
	MTSF timer
	Used state
	Interval

	T1
	SCAN
	MeshBeaconPeriodSYNC,
Randomly from [BTS*PTDMA, (BTS+BTW)*PTDMA]

	T2
	SYNC
	MeshBeaconPeriodSCAN, 
Multiple time of (BTS+BTW/2)*PTDMA

	T3
	INT
	MeshIntPeriod, 
Multiple time of (BTS+BTW/2)*PTDMA


Table 11: Timers in the MTSF.
Beacon generation is in a distributed manner. In the SYNC state, every mesh AP shall attempt to broadcast beacons. Immediately after a mesh AP sent or received a valid beacon, it would set a new T2 timer for a new beacon generation. The period used for setting the T2 timer should be multiple time of PTDMA. A period is the multiply of a number randomly generated from the [BTS, BTS + BTW] and PTDMA. The value BTS is bigger than the value BTW. The mean beacon interval is (BTS+ BTW/2)*PTDMA.
The T1 timer is used in the SCAN state, during which period a mesh AP waits for the arrival of a beacon. The period of the T1 timer is equal to 10 * (BTS + BTW) * PTDMA.
The T3 timer is used in the INT state, during which period a mesh AP checks whether it is still located in an interfered area on a frequency channel where it sensed interference. The period of the T3 timer is equal to 5 * (BTS + BTW) * PTDMA.
7.2.10.5. On reception of a valid beacon
After receiving a valid beacon, a mesh AP shall adjust the starting time of the next TDMA frame based on the information gained from the received beacon.
Assume that a sending mesh AP and a receiving mesh AP are absolutely synchronized at the starting instant of a TDMA frame. After a certain period, the sending mesh AP successfully sends a Beacon frame, and the receiving mesh AP receives this valid beacon. There are a number of reasons contributing the time skew between two mesh APs at the instant that the receiving mesh AP finishes its Beacon frame reception. 

ax) The clock skew owing to different drift rates of oscillators at two mesh APs since the absolutely synchronized instant.

ay) The propagation delay of the beacon from the sender to the receiver. 

az) The access delay which time period starts from the instant that a beacon is generated till it is transmitted by the sender over the radio.

ba) Various process delays including the computational time at the sender and receiver, as well as initialization times at intermediate devices like antenna and transmitter etc. 

In summary, the time skews caused by the first two reasons are non-deterministic. The skew values may be quite different from time to time and also from STA to STA. However only the time skews caused by the last two are deterministic. In the MDCF TDMA system, a beacon can be generated after the mesh AP has gained the access right to use the WM, therefore the access delay is quite deterministic. It is equal to 0. In a given environment, the amount of process delays is almost a constant value for all mesh APs independent of time. In the MTSM, it is assumed that the sum of the access day and various process delays on the way from sending a beacon till receiving the beacon is a fix value. The remaining work is to estimate the propagation delay and clock skew due to different oscillator drift rates.
Figure 32 illustrates the time skew in a mesh AP when receiving a beacon.
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Figure 32: Time skew in TDMA operation

The drift rates of crystal oscillator found in most consumer electronics range from 1 ppm (parts per million) to 100 ppm. The variable di is used in every mesh AP to compensate the oscillator drift effect when calculating the start of the next TDMA frame. The initial value of the variable is 0 and the variable is adjusted whenever receiving a valid beacon within a specified period from T SYN to T adj. 
Assume at the nth TDMA frame the mesh AP i receives a beacon from the mesh AP j. The STRin and STLin (see the definitions in 7.2.10.1) can be calculated as follows (directly from definitions):
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In case it is the first received beacon to the mesh AP i, the mesh AP i shall start its first TDMA frame, and starting time can be calculated using Eq. 4:
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The STRin is a derived value without deducting the propagation delay and the clock skew caused by different drift rates of crystal oscillators. Then the value ΔSTRLin (see the definition in 7.2.10.1, ΔSTRLin = STRin - STLin) is equal to the propagation delay plus the clock skew between the sending mesh AP and the receiving mesh AP. Obviously, there exists a relation: 
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The value ΔSTRLin is very important for TDMA operation. If ΔSTRLin is larger than the guard time in a TDMA frame, TDMA operation may be out of order. The Eq. 5 gives the lowest boundary to select the guard time in a specified environment. Upon receiving a beacon, a mesh AP shall compute its next TDMA frame starting time by Eq. 6:

[image: image25.wmf]i

TDMA

TDMA

RLi

n

Li

n

Li

d

P

P

ST

ST

ST

´

+

+

D

+

=

+

2

1

                                                                               (6)
The relation shown Eq. 5 can be used to design an oscillator drift compensation mechanism. As shown in Eq. 1 and Eq. 6, when computing the starting instant of a new TDMA frame, a mesh AP would use the estimated di to compensate the oscillator drift rate. After a certain period, the sum of the physical oscillator drift rate plus di in each mesh AP in a network tends to get close. Consequently, higher synchronization accuracy would be achieved as indicated in Eq. 5 (ΔXij --->0).
The adjustment of variable di is divided into two phases: fast compensation and slow compensation phase. After the second phase, di will not be changed anymore. The following are principles to adjust the variable di based on relation shown in Eq. 5.
When T SYN < Tin  < Tslow (Fast compensation phase):
If ΔSTRLin >  max(tij), 
            then di= di +10 ppm
Else if ΔSTRLin >  2*max(tij)/3,  then di= di +5 ppm
Else if ΔSTRLin < - 2*max(tij)/3, then di= di -5 ppm
Else if ΔSTRLin < - *max(tij),      then di= di -10 ppm
When Tslow < Tin  < Tadj (Slow compensation phase):

If ΔSTRLin >  max(tij), 
            then di= di +2 ppm
Else if ΔSTRLin >  2*max(tij)/3,  then di= di +1 ppm
Else if ΔSTRLin < - 2*max(tij)/3, then di= di -1 ppm
Else if ΔSTRLin < - max(tij),        then di= di -2 ppm
7.2.10.6. Multi-hop support
In the SYNC state, the mesh APs which receive a valid beacon shall reset their T2 timer. For beacon transmission on the ACH, the two-stage prioritized access mechanism guarantees that a beacon, which has the highest contention level, can be broadcasted even in a heavily contention environment. As introduced in 7.2.10.2.1, a STA shall cancel the pending beacon transmission as long as it receives a valid beacon. Therefore in an area where mesh APs are in the transmit range with each other, there should be exactly one beacon in a T2 timer interval. If a mesh AP receives more than 2 beacons in a T2 timer interval, the mesh AP realizes that it is in an overlap area of more than two transmission neighborhoods. When this mesh AP transmits a beacon, mesh APs, which are located in different transmitting neighborhood but nearby it, can receive the beacon. And if it is allowed to transmit beacons frequently, mesh APs which stand far away can adjust their time step on same messages, and be therefore kept synchronized.

There are two ways to help a mesh AP to transmit beacons more frequently than others. 
The first approach is to divide the BTW into n smaller windows. Then there are ten levels for setting beacon generation timer: [BTS, BTS + BTW/n], [BTS + BTW/n-1, BTS + BTW/n-2], … [BTS + BTW/2, BTS + BTW]. In case a mesh AP has received multiple beacons in a period of (BTS+ BTW/2)*PTDM more than a specified times, it shall upgrade the window level by 1. In case the amount of continuously transmitted beacons exceeds a predefined number, it shall downgrade the window level by 1.
The second approach is to take advantage of the two-stage structure in ACH. The windows used to generate contention number for the CP of ACH can be divided into m levels like the first approach. In case a mesh AP should adjust its beacon sending level, it shall upgrade or downgrade the window level by 1.
The combined use of two approaches offers a high flexibility.

7.3. RLCP
7.3.1. Service modes

There are two kinds of service modes: Unacknowledged Mode (UM) for connectionless point-to-point, multicast and broadcast applications; Acknowledged Mode (AM) for reliable point-to-point applications.  The Automatic Request (ARQ) protocol is a key component of the AM, offering error control and flow control for established one-hop connections.
7.3.1.1. UM
Figure 33 illustrates the data delivery process between two UM entities over the radio. The transmission entity segments the received LLC PDUs into smaller size RPDUs, and puts them into transmission buffer after adding the RPDU header. On receiving RPDUs, the receiving UM entity removes the RPDU headers and reassemblies them into LLC RPUs and pass the LLC PDUs to the LLC layer. 
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Figure 33: Data delivery between two UM entities over the radio interface
7.3.1.2. AM

Figure 34 illustrates the data delivery process between two AM entities over the radio. The transmission AM entity segments the upcoming LLC PDUs into smaller size RPDUs, and put them into transmission buffer after adding the RPDU header. On receiving RPDUs, the receiving AM entity removes the RPDU headers and reassemblies them into LLC RPUs and passes the LLC PDUs to the LLC layer. The transmission control module at the transmission entity transmits the data flow to the receiving control module at the receiving entity on the forward link, and the receiving control module sends receiving status reports to the transmission control modules on the backwards link. The error control and flow control are implemented by negotiating between two control modules.
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Figure 34: Data delivery between two AM entities over the radio interface
7.3.2. Error control and flow control (informative)
The Selective Repeat Automatic Request (SR_ARQ) mechanism is used to implement the error control and flow control for the AM link service. The transmission ARQ entity maintains a transmission window and the receiving window maintain a receiving window. On receiving the first Data RPDUs, the receiving entity would initiate the periodic status report mechanism, sending the receiving status report to the transmission entity. The status report can be transmitted by the status report RPDUs or piggybacked with the Data RPDUs in case that the receiving side has Data RPDUs to transmit to the transmitting side by the same entity pair.  The transmission entity shall also transmit a Data RPDU with a set poll bit or a polling RPDU to ask the transmission entity to report the receiving status immediately. The transmission entity initiates a poll in case that: 
bb) scheduled polling timer expire

bc) the transmission window size is approaching the upper limitation

bd) last Data RPDU in the transmission buffer.

An arrival of a status report will cause the reset of the polling timer at the transmission entity.
The use of bigger transmission and receiving window sizes leads to a higher throughput, but also a high buffer consumption. The shorter status report and polling periods may not result in a higher throughput, but can improve the packet delay performance. Those key parameters are set differently for different traffic services in order to meet the specific buffer control and traffic performance requirement. Those parameters may be adjusted during transmission according to the need to enhance the delay performance or the traffic channel congestion situation.
7.3.3. RLCP transmission processes
Transmission in this part specially means the transmission between the two peer service entities in the RLCP. On the reception of the LLC PDUs, the transmission RLCP entity shall check whether the corresponding service entity has been allocated for transmission in terms of the type of traffic service and destination. If no proper service entity has been found, the RLCP shall allocate an UM or AM entity for specific the traffic type and destination. Then it requests the peer RLCP entity to allocate an according service entity. As long as the receiving service entity is allocated, the link is setup. If some TCHs have already been reserved for transmission, then Data frame can be transmitted to the receiving service entity. Otherwise the RLCP will attempt to request to reserve some TCHs for transmission.   
Figure 35 describes the RLCP Transmission processes. The MACP management entities (MPME) primitives are used to exchange information between the RLCP and MACP inside a mesh AP. The following part uses MPME_xx to represent a specific primitive.
7.3.3.1. Link setup

After allocating a service entity, the transmission RLCP entity send the primitive MPME_LinkSetup.request (Source_ID, Destination_ID, Link_ID, LinkSetupReq RPDU) to the MACP entity. The link_ID should be unique between a transmission pair. On reception of the primitive, the MACP entity generates a LinkSetupReq MPDU carrying the received LinkSetupReq RPDU, and tries to transmit the MPDU by contending in the ACH. In case of the correct reception of the MPDU, the receiving MACP entity will notify its RLCP entity with the primitive MPME_LinkSetup.Indication (Source_ID, Destination_ID, Link_ID, LinkSetupReq RPDU). The CAC module in the RLCP entity makes a decision whether to accept the link setup request by evaluating:

be)  whether the common free TCHs of both sides can satisfy the QoS requirement 
bf)  whether the establishment of link will corrupt the QoS service of existing links. 
In case of accepting a link setup request, the RLCP entity shall allocate a service in its buffer with parameters suggested by the sender. Then it informs the MACP entity with the primitive MPME_LinkSetup.respond (, granted TCH seq). The MACP will transmit SVBs on the ECHs corresponding to the TCHs informed in the primitive.
After receiving SVBs, the transmitting MACP entity will generate the primitive MPME_LinkSetup.confirm (Source_ID, Destination_ID, Link_ID, granted TCH Seq) and pass it to the RLCP entity. The information of granted TCHs is obtained at the transmitter side by observing the SVBs. On reception of the primitive, the RLCP knows that it is able to transmit the Data RPDUs.
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Figure 35: RLCP Transmission processes
7.3.3.2. Data delivery

After a link for specific traffic and destination has been set up, the transmission RLCP can start to transmit the RPDU Data frames. It sends the primitive MPME_Data.request (Source_ID, Destination_ID, Link_ID, Data RPDU) to its MACP entity. The MACP entity generates the Type 1 Date MPDU, adding an overhead of 2 octets to the Data RPDU, and transmits on the reserved TCHs. On reception of the Data MPDU, the receiving MACP will pass the newly generated primitive MPME_Data.indication (Source_ID, Destination_ID, Link_ID, Data RPDU) from the received Data MPDU to the RLCP entity. The receiving MAC shall also transmit SVB or DVB (on-demand-TDD, see 7.2.4) on the specific ECHs.
7.3.3.3. TCH reservation request
As stated in 7.2.9, the reserved TCHs might be released even though the service entities in the RLCP still exist and new Data RPDU may arrive. In case that the RLCP finds no reserved TCHs for transmitting the newly arrived Data RPDU, it shall initiate the TCH request process. On reception of a TCH reservation request, a STA shall not use the principles to evaluate whether to accept or deny the request as described in 7.3.3.1. Instead, it shall grant the request as long as it finds free TCHs agreed with the requester. See 7.3.6.1 for more details.
7.3.4. Allocation of service entities

Each service entity is assigned a link ID, which is unique between a transmission pair. A service entity should be allocated according to traffic type and RA destination. Data RPDUs with the same traffic type and RA destination can share a service entity. A multi-hop traffic flow with the strict packet delay requirement may also be allocated an individual service entity at the RLCP of an intermediate mesh AP. And the parameters set for the service entity are suitable for a quick delivery.
For single-hop Voice over IP (VoIP) traffic flows, the service entity can be a UM entity if the channel situation is good enough. But multi-hop VoIP flows should be allocated with AM entities in order to obtain the required end-to-end packet drop rate. For traffic flows like video and TCP traffic which have higher drop rate requirements, the service mode should be AM.
7.3.5. Adjusting of ARQ parameters during transmission

As stated in 7.3.2, the ARQ parameters like transmission/receiving window size and the status report period/polling period may need to be changed during transmission. The side in a transmission pair, which wants to initiate the adjusting of ARQ parameters process, tries to transmit an ARQParReq RPDU to its partner. On reception of the ARQParRep RPDU, the RLCP entity will change the parameters by the parameters specified in the ARQParRep RPDU, and then reply with an ARQParRes RPDU to the initiator. After receiving the ARQParRes RPDU, the initiator changes its own parameters.
7.3.6. Radio Resource Control

7.3.6.1. Call Admission Control (CAC)
On reception of a link setup request (LinkSetupReq) or a TCH request (TCHReq) RPDU, the receiving RCLP entity shall use the CAC mechanism to decide whether to accept or deny the request. The information used to make a decision includes:

From the request side: 

bg) traffic channel utilization; 

bh) proposal of PHY mode for use; 

bi) proposal of traffic channels for use; 

bj) traffic description: peak rate, mean rate, delay and jitter requirement and drop rate requirement; 

bk) the number of hops till the final destination.

From the requested side:
bl) traffic channel utilization;

bm) estimated traffic load from maintaining links;
On reception of a link setup request intended for multi-hop forwarding, the receiving RLCP entity shall take the remaining number of hops till the final destination into consideration. A multi-hop forwarding consumes a multiple traffic channel resource compared to a single hop transmission.
The CAC treats the link setup request and TCH request differently. For a link setup request, the CAC make a decision by taking the existing links into account. For a TCH request, the CAC just evaluates whether there are free available traffic channels. The following shows an example of the CAC mechanism.

Later used definitions are summarized as follows: 
TCHS   – traffic channel utilization observed by the sender (the field of traffic channel utilization is 4 octets in length, see 6.3.2.1 for details)

TCHR
– traffic channel utilization observed by the receiver

TCHA
– common free available traffic channels of the sender and receiver

Num (TCHA) – the number of common free available traffic channels of the sender and receiver

NUM (TCH) – the number of traffic channels in a TDMA frame

RLP
– the peak traffic load of request traffic 

RLM
– the mean traffic load of request traffic

B (RL)  – the burstiness of request traffic (ratio of RLP to RLM)
Num (RLP) –  the number of traffic channels needed to handle the peak rate case of requested traffic
Num (RLM) – the number of traffic channels needed to handle the mean rate case of requested traffic
Num (RQTCH) – the request TCH number contained in a LinkSetupReq or TCHReq RPDU 

Num (G) – the granted number of traffic channels for the link

Num (Sum (LM)) – the number of traffic channels needed to handle the sum of traffic loads when each of the existing real-time link operating at its mean rate 
Num (Sum (LH)) – the number of traffic channels needed to handle the sum of traffic loads when each of the existing real-time link operating at its peak rate
min (a, b) – return the minimal value of a and b

The following relation can be written directly from the definition:
TCHA = TCHS  (&) TCHR                         // comment:  the symbol & mean “and operation”
For backgroup traffic:
(Applicable for both the link setup request and TCH request)
If       Num (TCHA) > 0 
Then 
accept the request 
and Num (G)= min (Num (TCHA), Num (RQTCH))
Else   reject the request
For real-time traffic:
(Applicable for the link setup request)
If        Num (RLM)+ Num (Sum (LM)) > NUM (TCH) 
           Then  
reject the request

Else if Num (RLP) + Num (Sum (LM)) > NUM (TCH) 

and  B (RL) > 2
Then 
reject the request
Else if  Num (TCHA) < Num (RQTCH)
             Then      reject the request
Else if   accept the request

             and  Num (G)= Num (RQTCH)
For real-time traffic:

(Applicable for the TCH request)

If       Num (TCHA) > 0 

Then 
accept the request 

and Num (G)= min (Num (TCHA), Num (RQTCH))

7.3.6.2. Adjusting of traffic channels for use
7.3.6.2.1. Forced release of TCHs
In case that the current free TCHs cannot satisfy the QoS requirements of real-time traffic flows for a destination, the RLCP will check whether there are reserved TCH for back-group traffic flows for other destinations. If so, it notifies the MACP to release some of TCHs. The transmitting mesh AP, whose reserved TCHs for back-group traffic have been released, can request TCHs later when free traffic channels are available.
7.3.6.2.2. Request more TCHs for use
A  TCHs may be released due to the reasons listed in 7.2.9. When arrival of new MPDUs, in case that there is no TCH available for the link or the reserved TCHs cannot satisfy the specific Qos requirement of the link, the transmitting mesh AP would request more TCHs following the procedure described in 7.3.3.
8. Compatible issues
8.1. Physical layer (PHY)

The proposed MAC amendment protocol can run on the IEEE 802.11a/b/g PHYs. The implementation of MDCF needs driver modification. The time-related parameters like the TDMA frame length, waveform of energy signals, the number of traffic channels (TCHs) are PHY scheme dependent.
8.2. Security

The IEEE 802.11i security mechanisms or extensions of the mechanisms can be used in the proposed MAC protocol for the purpose of implementing security in a WDS.
8.3. Mesh topology discovery

A MACF network is formed in a fully distributed manner. The mesh topology knowledge can be built up in the routing discovery stage of a routing protocol at each mesh AP. The mesh topology knowledge includes status and quality of mesh links between Mesh APs. A routing protocol should also take care of the topology knowledge refreshment during operation. 
8.4. Routing
The proposed MAC protocol supports the accepted routing protocols in the scope of Mobile Ad Hoc Networks (manet) working group in the Internet Engineering Task Force (IETF), and extensible mesh routing schemes. Future routing schemes may be proposed by closely interacting with MAC protocol, especially the MDCF for achieving a higher performance.  
8.5. Mesh network size
The MDCF provides an efficient prioritized access mechanism (see 7.2.2) and a good solution for calming down hidden stations in the multi-hop environment (see 7.2.5). The MTSF supports synchronization for multi-hop operation. The mesh network size then is dependent on the routing scheme. As indicated in Figure 25, the number of mesh APs in a MDCF network may be over than 10×10.
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Abstract


This document presents a MAC amendment for IEEE 802.11s by taking advantage of the multi-radio platform. A Wireless Distribution System (WDS) can be created like following: Mesh APs form a multi-hop network in a fully distributed manner on one frequency channel, while an 802.11 legacy or 802.11e station is associated with a nearby mesh AP and communicates with the mesh AP on another frequency channel. All features proposed here are fully compliant with the 802.11s PAR.
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