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Abbreviations

	
	AAA
	authentication authorization and accounting

	
	AIFS
	arbitration interframe space

	
	AODV
	Ad hoc On-demand Distance Vector routing protocol

	
	AP
	access point

	
	BSS
	basic service set

	
	BSSID
	basic service set identifier

	
	CTS
	clear to send

	
	CWmax
	maximum size contention window

	
	CWmin
	minimum size contention window

	
	DA
	destination address

	
	DS
	distribution system

	
	DSS
	distribution system services

	
	EAP
	Extensible Authentication Protocol

	
	ESS
	extended service set

	
	FCS
	frame check sequence

	
	GMK
	group master key

	
	GTK
	groupwise master key

	
	IBSS
	independent basic service set

	
	ID
	identifier

	
	IE
	information element

	
	IEEE
	Institute of Electrical and Electronics Engineers

	
	IETF
	Internet Engineering Task Force

	
	IP
	Internet protocol

	
	IPSec
	IP security

	
	LAN
	local area network

	
	MAC
	media access control

	
	MCF
	mesh coordination function

	
	MP
	mesh point

	
	MSDU
	MAC service data unit

	
	OUI
	organizational unique identifier

	
	PHY
	physical layer

	
	PMK
	pairwise master key

	
	PSK
	pre-shared key

	
	PTK
	pairwise transient key

	
	QoS
	Quality of Service

	
	RA
	receiver address

	
	RERR
	route error (message)

	
	RFC
	Request for Comments

	
	RREP
	route reply (message)

	
	RREP
	route reply acknowledgement (message)

	
	RREQ
	route request (message)

	
	RTS
	request to send

	
	SA
	source address

	
	SN
	sequence number

	
	SSID
	service set identity

	
	STA
	station

	
	TA
	transmitter address

	
	TTL
	time to live

	
	TU
	time unit (1024 µs)

	
	WDS
	wireless distribution system

	
	WLAN
	wireless local area network

	
	WM
	wireless media


1 Introduction

The wireless communication link in an IEEE 802.11 Wireless LAN is between a client device and an IEEE 802.11 access point. The client device is an IEEE 802.11 station (STA) that has to associate with the access point (AP) in order to communicate in the WLAN. The access points are connected with wires to other access points or to a wired LAN or the Internet.
A WLAN mesh network as to be defined within IEEE 802.11 task group “s” is based on wireless multi-hop communications. This provides increased flexibility and robustness. A node in a WLAN mesh network is called a mesh point. All mesh points in a WLAN mesh network are peers and can communicate with each other over multiple wireless hops. Further information on the anticipated architecture and properties of IEEE 802.11s WLAN mesh networks can be found in the corresponding documents of the task group, for instance, [4][5][7][8][9][10].
Mesh points can be both access point devices and client devices. Many client devices, such as laptops, are now so powerful that they also can provide access point services. A mesh point that also provides access point services is called a mesh access point. So, IEEE 802.11 stations can associate to these client devices with access point functionality.

According to the ideas of the IEEE 802.11s task group, the WLAN mesh network is located in the wireless distribution system. This is illustrated in more detail in [10]. This allows compatibility with traditional IEEE 802.11 stations. They can associate in the usual way with mesh access point. They do not have to be aware of the WLAN mesh network.

This document is the Siemens Partial Proposal for WLAN Mesh Networking in response to the Call for Proposals of the IEEE 802.11s task group [6]. We consider a mainly unmanaged WLAN mesh network, where it is not necessary to have a professional IT department for managing the WLAN network. All mesh points have to authenticate in order to become part of the WLAN mesh network. All mesh points are under a single “administrative entity”. This “administrative entity” might be a single person, who actually owns a WLAN mesh network.
Our proposed WLAN mesh network with wireless multi-hop communication can be deployed in different usage scenarios. It is flexible enough to support the following usage scenarios:
· residential networks / home networks

· office networks

· campus network / community networks / public access network 
· public safety networks / spontaneous networking.

The proposal is centered around, but is not exclusively about, multi-hop path selection. We propose a layer 2 adaptation of the Ad hoc On-demand Distance Vector routing protocol [2] for path selection in the WLAN mesh network. An important aspect in our proposal is extensibility. Furthermore, we provide contributions to security in WLAN mesh networks and to interworking.

2 Glossary of IEEE 802.11s Terms

The following definitions and descriptions of IEEE 802.11s terms are taken directly from the terms and definitions document of the IEEE 802.11 task group “s” [10]. Refer to this document for further information.

WLAN Mesh – A WLAN Mesh (previously known as ESS Mesh) is an IEEE 802.11-based WDS which is part of a DS, consisting of a set of two or more Mesh Points interconnected via IEEE 802.11 links and communicating via the WLAN Mesh Services. A WLAN Mesh may support zero or more entry points (Mesh Portals), automatic topology learning and dynamic path selection (including across multiple hops). 

WLAN Mesh Services – The set of services provided by the WLAN Mesh that support the control, management, and operation of the WLAN Mesh, including the transport of MSDUs between Mesh Points within the WLAN Mesh. WLAN Mesh Services supplement DSS (Distribution System Services). 

Mesh Point - Any IEEE 802.11 entity that contains an IEEE 802.11–conformant Medium Access Control (MAC) and Physical Layer (PHY) interface to the Wireless Medium (WM), that is within a WLAN Mesh, and that supports WLAN Mesh Services (see Figure 1).
Mesh AP - Any Mesh Point that is also an Access Point (see Figure 1).
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Figure 1: Set diagram of station, mesh point, and mesh AP

Mesh Portal - A point at which MSDUs exit and enter a WLAN Mesh to and from other parts of a DS or to and from a non-802.11 network. A Mesh Portal can be collocated with an IEEE 802.11 portal. 

Mesh Link - A bidirectional IEEE 802.11 link between two Mesh Points. 

Mesh Path - A concatenated set of connected Mesh Links from a source Mesh Point to a destination Mesh Point. 

Mesh Path Selection – The process of selecting Mesh Paths. 

Path Metric – Criterion used for Mesh Path Selection. 

Mesh Topology – A graph consisting of the full set of Mesh Points and Mesh Links in a WLAN Mesh. 

Mesh Neighbor - Any Mesh Point that is directly connected to another Mesh Point with a Mesh Link. 

Mesh Unicast - Frame forwarding mechanism for transporting MSDUs to an individual Mesh Point within a WLAN Mesh. 

Mesh Multicast - Frame forwarding mechanism for transporting MSDUs to a group of Mesh Points within a WLAN Mesh. 

Mesh Broadcast - Frame forwarding mechanism for transporting MSDUs to all Mesh Points within a WLAN Mesh. 

Mesh Management Message – Message defined for managing and operating the mesh. The message is sent between Mesh Points, e.g. for path determination, neighbor discovery, topology discovery, etc. This definition of message is intended to be generic and does not specify the form of conveyor. 

Mesh Control Message - Message defined for controlling access to the WM (Wireless Media) used for communication among Mesh Points. 

Mesh Unicast Acknowledgment – An acknowledgement sent back from destination Mesh Point to source Mesh Point of a mesh path for a unicast message. 

Authenticated Mesh Point – A Mesh Point that has been authenticated as a valid participant in the WLAN Mesh. The authentication is with respect to a common policy determined by a single administrative entity. 

Mesh Identifier – A unique identifier for a WLAN Mesh. 

Mesh Discovery - A method to discover one or more WLAN Meshes. 

Mesh neighborhood – A set of Mesh neighbors of a mesh point. 

Mesh Performance Metric – A criterion used to evaluate the performance of the Mesh. 

Mesh Link Metric – A criterion used to characterize the performance/quality/eligibility of a mesh link as a member of a mesh path. A mesh link metric may be used in a computation of a path metric. 

Connected Mesh – The status of the WLAN Mesh in which all Mesh Points that are participating members of a WLAN Mesh are reachable. 

Disconnected Mesh – The status of the WLAN Mesh in which a subset of Mesh Points that are participating members within the WLAN Mesh are not reachable. It is also called a partitioned Mesh. 

Mesh Association - The service used to establish the Mesh Point membership within a WLAN Mesh. Mesh association is independent from STA association to an AP. 

Mesh Member – An associated Mesh Point.

Mesh Member Set – The set of associated Mesh Points within a WLAN Mesh. 

Mesh Service Area - The conceptual area within which members of a WLAN Mesh may communicate. 

Mesh Coordination Function (MCF) - A logical function used to coordinate access of the Mesh Points (MPs) on the WM. The MCF is used for communication among MPs. 

3 WLAN Mesh Path Selection
3.1 General

The WLAN mesh routing protocol is used for path selection. It is a reactive protocol, that is, it computes a path to the destination mesh point only on demand. The routing protocol is based on the Ad hoc On-demand Distance Vector routing protocol (AODV) as described in RFC 3561 [2]. However, the address format has been changed and some mechanisms have been adapted in order to use it for layer 2 routing in a WLAN mesh network.

Because the general principles of AODV are the same here and in RFC 3561 [2], the RFC 3561 on Ad-hoc On-demand Distance Vector routing [2] can be used for further information if necessary.

3.2 Routing Metrics

Different routing metrics might be used in different usage scenarios. Therefore, a flexible mechanism is used that allows to use different routing metrics. This includes also vendor specific routing metrics.
Hop count is the traditional and basic routing metric. It is included as backup metric. However, it is recommend to use a more advanced radio-aware routing metric.

3.2.1 Routing Metric Identifier

Each routing metric has a unique identifier (4 octets) as defined in Figure 2 below:
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Figure 2: Routing metric identifier format
The values of the routing metric identifier are defined as shown in the following Table 1:

Table 1: Routing metric identifiers
	OUI
	Routing Metric Sub Identifier
	Meaning

	00-0F-AC
	0
	not a routing metric or no routing metric given

	00-0F-AC
	1-255
	reserved

	vendor OUI
	0-255
	vendor specific routing metric, it is recommended not to use 0 for a routing metric


3.2.2 Path Metric

During the routing process, a path metric is computed. This path metric is used to determine the least cost path or the suitability of a path.

The operations for computing the value of the path metric depend on the used routing metric. Some routing metrics are additive, some look for the link with the minimum/maximum value of the routing metric. The routing metric identifier defines the size of the value of the routing metric and the operations necessary to compute the value of the path metric during the routing process.
3.3 Destination Sequence Numbers

Each mesh node has a generator for its destination sequence numbers. The destination sequence numbers are associated to routing control information. Because they are strictly monotonically increasing, they provide a chronological order of the routing control information. Only the newest information is considered, outdated information is discarded. This mechanism eliminates all problems caused by stale routing information usually associated with traditional distance vector routing protocols.

The destination sequence number is a 32-bit integer. Sequence number wrap around is handled by incrementing the destination sequence number as unsigned but comparing sequence numbers as signed (cf. [2]).
3.4 Reactive Mesh Path Selection based on AODV

The routing protocol is based on RFC 3561 [2]. The address format has been changed, so that MAC addresses are used. Some mechanisms have been adapted in order to use it for layer 2 routing and in order to combine them with other MAC mechanisms.
The reactive mesh path selection becomes active only if a path to a destination node is needed. When a path to a destination is needed and there is no corresponding entry in the forwarding table, a route request message is flooded within the WLAN mesh. The destination node replies with a route reply message. The route request message sets up reverse paths towards the source node, the route reply message sets up the forward path from the source node to the destination node.
Destination sequence numbers establish a chronological order of the routing information. This ensures that older information cannot overwrite newer routing information. Loop freedom is achieved with this mechanism.
Routing messages are sent as management frames of subtype Action frame. The management frame body contains the actual routing message as an information element. Management frames have only 3 addresses in the MAC header (cf. 7.2.3 of [1]). Moreover, they are intended for single-hop communication, where the source address and the destination address are the same as the transmitter address and the receiver address. We follow the naming of [1] in the description of the routing management messages: source address (SA) and destination address (DA) mean the addresses of the transmitter and the receiver of the frame respectively.
The routing messages have to be protected (i.e. encrypted) in order to avoid unauthorized reception and generation of routing messages. This is absolutely necessary for a secure WLAN mesh network. Management frames, however, are not protected in the current IEEE 802.11 standard. IEEE 802.11 task group “w” (Protected Management Frames) is working on this problem. In this proposal, we assume that there are protected management frames available. For the case that this is not true, we see two alternatives:
Protected Information Element: A special information element is defined, that contains the protected (encrypted) original information element in its information field. The element ID indicates that the information field has to be decrypted.

Routing messages as frame body of protected mesh data frames: The MAC header of the mesh data frame indicates that the frame body contains an encrypted routing message. The mesh data frame is handled accordingly as a routing management message.

3.4.1 Route Request Information Element (RREQ)
The route request information element contains the following fields as shown in Figure 3.
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Figure 3: Route request information element (RREQ) format
There can be none or more than one pair of routing metric identifier – path metric value fields.

The meaning of the fields of the route request information element is as follows as listed in Table 2.
Table 2: Fields of route request information element
	Field
	Description

	element ID
	Unique ID of the information element according to section 7.3.2 of the IEEE 802.11™ standard [1]. The actual value has to be assigned by IEEE.

	length
	Length of the information element in bytes according to section 7.3.2 of the IEEE 802.11™ standard [1].

	TTL
	Time to live field with the same meaning as in IP

	RREQ ID
	route request ID: Unique identifier of the route request when taken in conjunction with MAC address of originator. RREQ ID is a sequence number (monotonically increasing).

	flags
	This octet contains flags that control the processing and propagation of the route request. Figure 4 shows the flags that are defined.

	hop count
	Number of hops from the mesh point which originated this route request (originator) to the mesh point handling this route request message

	originator MAC address
	The MAC address of the node which originated this route request.

	originator sequence number
	The current (destination) sequence number to be used in the route entry pointing towards the originator of the route request. This is the sequence number of the originator at the time it issued the route request.

	destination MAC address
	The MAC address of the destination node for which a route is desired.

	destination sequence number
	The latest sequence number received in the past by the originator for any route towards the destination (might not be known).

	routing metric identifier
	routing metric identifier according to the definitions in section 3.2.1

	path metric value
	Cumulative value of the metric along the path found so far. This field is variable in length. The length and the operations for cumulating the metric are defined through the routing metric identifier.

	…
	further routing metrics (routing metric identifier and path metric value): Together with the 2 fields above, there can be n routing metrics (0 ( n)

	no further routing metric
	00-0F-AC-00 (no routing metric)


The following Figure 4 lists all the flags that are defined for controlling the processing and propagation of the route request.

[image: image4.emf]Destination

only

reserved

Bits: 0 … 1 3

Gratuitous

Route Reply

reserved

Mesh

Portal

Unknown

Destination

SN

6 … 7 5 4 2


Figure 4: Flags of route request information element
The flags have the following meaning:
	gratuitous route reply
	If set, a gratuitous route reply is unicast to the destination node (see section 3.4.6)

	destination only
	If set, only the destination node is allowed to respond with a route reply to this route request. Intermediate nodes are not allowed to generate a route reply for this route request.

	unknown destination sequence number
	If set, the originator did not know a sequence number for the destination node

	mesh portal
	only routes to mesh portals requested

	reserved
	set to 0 and ignored on reception


3.4.2 Route Reply Information Element (RREP)
The route reply information element contains the following fields as shown in Figure 5.
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Figure 5: Route reply information element (RREP) format
There can be none or more than one pair of routing metric identifier – path metric value fields.

The meaning of the fields of the route reply information element is as follows:

Table 3: Fields of route reply information element
	Field
	Description

	element ID
	Unique ID of the information element according to section 7.3.2 of the IEEE 802.11™ standard [1]. The actual value has to be assigned by IEEE.

	length
	Length of the information element in bytes according to section 7.3.2 of the IEEE 802.11™ standard [1].

	TTL
	Time to live field with the same meaning as in IP

	flags
	This octet contains flags that control the processing and propagation of the route reply. Figure 6 shows the flags that are defined.

	hop count
	Number of hops from the destination mesh point towards the originator as collected during the propagation of the route reply.

	originator MAC address
	The MAC address of the node which originated the route request to which this route reply is a response.

	destination MAC address
	MAC address of the destination node for which a route is supplied.

	destination sequence number
	The destination sequence number associated to the supplied route.

	lifetime
	The time in milliseconds for which nodes receiving the route reply consider the route to be valid.

	routing metric identifier
	routing metric identifier according to the definitions in section 3.2.1

	path metric value
	Cumulative value of the metric along the path determined during the route request. This field is variable in length. The length is defined through the routing metric identifier.

	…
	further routing metrics (routing metric identifier and path metric value): Together with the 2 fields above, there can be n routing metrics (0 ( n)

	no further routing metric
	00-0F-AC-00 (no routing metric)


The following Figure 6 lists all the flags that are defined for controlling the processing and propagation of the route reply.
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Figure 6: Flags of route reply information element
The flags have the following meaning:

	acknowledgement
	If set, an acknowledgement to the route reply is required (see section 3.4.8)

	mesh portal
	If set, indicates that destination is mesh portal

	reserved
	set to 0 and ignored on reception


3.4.3 Route Reply Acknowledgement Information Element (RREP-ACK)

The route reply acknowledgement information element contains the following fields as shown in Figure 7.
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Figure 7: Route reply acknowledgement information element (RREP-ACK) format

The meaning of the fields of the route error information element is as follows as listed in Table 4.
Table 4: Fields of route reply acknowledgement information element
	Field
	Description

	element ID
	Unique ID of the information element according to section 7.3.2 of the IEEE 802.11™ standard [1]. The actual value has to be assigned by IEEE.

	length
	Length of the information element in bytes according to section 7.3.2 of the IEEE 802.11™ standard [1].

	flags
	This octet contains flags that provide further information about the route reply acknowledgement message. Currently, there are no flags defined.


The following Figure 8 lists all the flags that are defined for controlling the processing and propagation of the route reply acknowledgement. Currently, there are no flags defined.
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Figure 8: Flags of route reply acknowledgement information element
The flags have the following meaning:

	reserved
	set to 0 and ignored on reception


3.4.4 Route Error Information Element (RERR)
The route error information element contains the following fields as shown in Figure 9.
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Figure 9: Route error information element (RERR) format
The meaning of the fields of the route error information element is as follows as listed in Table 5.
Table 5: Fields of route error information element
	Field
	Description

	element ID
	Unique ID of the information element according to section 7.3.2 of the IEEE 802.11™ standard [1]. The actual value has to be assigned by IEEE.

	length
	Length of the information element in bytes according to section 7.3.2 of the IEEE 802.11™ standard [1].

	flags
	This octet contains flags that control the processing and propagation of the route error message. Figure 10 shows the flags that are defined.

	destination count
	The number of unreachable destinations contained in this message. It is at least 1.

	unreachable destination MAC address
	MAC address of the first unreachable destination node.

	unreachable destination se​quence number
	The destination sequence number of the first unreachable destination as given in the route table of the mesh point which initiated the route error message.

	additional unreachable destinations
	Additional pairs of MAC address and destination sequence number of additional unreachable destinations. destination count unreachable destinations have to be specified in the route error message.


The following Figure 9 lists all the flags that are defined for controlling the processing and propagation of the route error message.
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Figure 10: Flags of route error information element
The flags have the following meaning:

	no delete
	If set, a node has performed a local repair of a link, and upstream nodes should not delete the route

	reserved
	set to 0 and ignored on reception


3.4.5 Routing Actions for Sending a Data Frame at the Source Mesh Point
When a mesh point wants to send data frames to some other, possibly several hops away, mesh point, it checks first whether there is an entry in the routing table for this destination mesh point.

If there is an entry in the routing table for the destination mesh point, the lifetime of the route is updated to current time + dot11sactiveroutetimeout and the data frame is sent to the next hop on the path to the destination.
If there is no entry in the routing table, the source mesh point initiates a route discovery. Data frames for the destination in question have to be buffered. The RREQ ID counter and the sequence number of the source mesh point will be incremented before composing the route request message.

The fields of the route request message contain the following values as described in Table 6. See 3.4.1 for a description of the format of a RREQ message.
Table 6: Values of RREQ message
	Field
	Value

	Frame Control
	Action Management Frame, to/from DS both 1

	DA
	broadcast address (all one’s)

	SA
	MAC address of source mesh point

	BSSID
	not defined; may use all zero’s or a procedure similar to the one for IBSS in 7.1.3.3.3 of [1]

	
	

	element ID
	route request IE ID as assigned by IEEE

	length
	27+((4 + length of path metric value field[1]) + … + (4 + length of path metric value field[n])) + 4

(n is the number of used routing metrics, it might be 0. In this case, the length is 31.) 

	TTL
	dot11smeshdiameter

	RREQ ID
	taken from route request counter, which is incremented right before taking this RREQ ID

	flags
	set as needed

	hop count
	0

	originator MAC address
	MAC address of source mesh point

	originator sequence number
	sequence number of the source mesh point, incremented prior to insertion

	destination MAC address
	MAC address of the destination mesh point for which a route is desired

	destination sequence number
	The latest sequence number received in the past by the originator for any route towards the destination. If there is no such destination sequence number available, the unknown destination sequence number flag is set and this field is filled with all zeros.

	routing metric identifier
	routing metric identifier according to the definitions in section 3.2.1. If no routing metric is used, it is 00-0F-AC-00 and no path metric value is following.

	path metric value
	initial value according to specified routing metric

	…
	further considered routing metrics

	no routing metric identifier
	00-0F-AC-00


If the route request is for a path that will be used in both directions, the destination mesh point needs a route to the source mesh point as well. In order to force the creation of such a reverse route it is recommended to
(a) set the destination only flag, so that the reverse route is going all the way to the destination. Intermediate nodes are not allowed to send route replies. The destination will be aware of the route setup and has a route to the source mesh point.

or

(b) set the gratuitous route reply flag, so that a route is setup between the destination mesh point and the intermediate mesh point which answers the route request with a route reply. The intermediate mesh point sends a (gratuitous) route reply to the destination mesh node in order to inform the destination about the route setup and to ensure a route between destination and source.

The source mesh point waits dot11spathdiscoverytime for a corresponding route reply message. If the source mesh node receives a route reply message, the path to the destination is set up and the buffered and subsequent packets can be forwarded on this path to the destination (see also section 3.4.7 on processing route replies). If the acknowledgement flag has been set in the route reply message, the source mesh point generates a route reply acknowledgement message and sends it to the transmitter of the route reply message. See sections 3.4.3 and 3.4.8 for further details on route reply acknowledgement messages.
If no route reply message was received within time, the source mesh point may try again to discover a route by broadcasting another route request, up to the maximum of dot11srreqretries times. Each new attempt must increment and update the RREQ ID and the sequence number of the source mesh point. Route discovery retries have to deploy an exponential backoff, that is, the source mesh point waits after the first route request dot11spathdiscoverytime, after the second route request (i.e. the first retry) 2*dot11spathdiscoverytime, and so on. After each retry the waiting time for a route reply message is doubled. The mesh source point should not generate more than dot11srreqratelimit route request messages per second.

If still no route reply has been received, the buffered data frames for the destination are dropped and the higher layers are informed that the destination could not be found.

3.4.6 Processing of Route Request Messages

When an intermediate mesh point receives a route request message it does the following actions:
1. It creates or updates a routing table entry to the sender (=transmitter) of the route request message. The destination and next hop for this entry are taken from the SA field of the action management frame containing the route request information element. The path metric is based on local knowledge.
2. It checks whether it already has received this route request message by comparing the originator MAC address and RREQ ID with the corresponding fields of already received route request messages. If so and the considered path metric has not a better value, the route request message is silently discarded and no further action is done.

3. The TTL value, the hop count value, and the path metric values in the route request message are updated (TTL := TTL-1; hopcount := hopcount+1; path metric values according to routing metric specification).

4. The route to the originator / source mesh point is created or updated (if the sequence number test is okay). Table 7 shows the values or their source of some fields of the routing table entry.
Table 7: Values for routing table entry to originator
	routing table entry
	taken from

	destination sequence number
	originator sequence number of RREQ

	next hop
	source address(SA/addr2) of action management frame with RREQ (= transmitter address)

	hop count
	hop count of RREQ

	path metric values
	updated path metric fields from route request message

	lifetime
	max(existing lifetime, minimal lifetime) with minimal lifetime := current time + 2*dot11smeshtraversaltime + 2*hopcount*dot11snodetraversaltime)


5. If the mesh point has a valid route to the requested destination and the destination only flag is not set, the mesh point generates a route reply message.
The fields of the route reply message contain the following values as listed in Table 8. See 3.4.2 for a description of the format of a RREP message.
Table 8: Values of RREP message
	Field
	Value

	Frame Control
	Action Management Frame, to/from DS both 1

	DA
	next hop towards originator / source, taken from routing table entry or from source address (SA/addr2) of route request message

	SA
	MAC address of mesh point who generates the route request

	BSSID
	not defined; may use all zero’s or a procedure similar to the one for IBSS in 7.1.3.3.3 of [1] 

	
	

	element ID
	route reply IE ID as assigned by IEEE

	length
	23+((4 + length of path metric value field[1]) + … + (4 + length of path metric value field[n])) + 4

(n is the number of used routing metrics, it might be 0. In this case, the length is 27.) 

	TTL
	64

	flags
	set as needed

	hop count
	hop count from routing table entry to destination

	originator MAC address
	originator MAC address from route request message

	destination MAC address
	destination MAC address from route request message

	destination sequence number
	destination sequence number associated to route to the destination in the routing table

	lifetime
	expiration time of route to destination from routing table – current time

	routing metric identifier
	routing metric identifier from route request message

	path metric value
	corresponding cumulative value of the metric taken from routing table entry to destination

	…
	further considered routing metrics from route request message

	no routing metric identifier
	00-0F-AC-00


The next hop towards the originator / source mesh point is added to the precursor list of the route to the destination.
The next hop towards the destination is added to the precursor list of the route to the originator / source mesh point.

6. If a route reply message has been generated and the gratuitous route reply flag has been set in the RREQ, the node generates a gratuitous route reply message and sends it to the destination. The gratuitous route reply message has the format of a normal route reply message. It differs from the route reply message of (5.), which is described in Table 8, in the following fields as shown in Table 9.
Table 9: Different values of gratuitous RREP message
	Field
	Value

	DA
	next hop towards destination, taken from routing table entry

	
	

	hop count
	hop count from routing table entry of originator / source or from route request message

	originator MAC address
	destination MAC address from route request message

	destination MAC address
	originator MAC address from route request message

	destination sequence number
	destination sequence number of the originator / source taken from the route request message

	lifetime
	expiration time of route to originator / source from routing table – current time


N.B.: The gratuitous route reply is a route reply to a fictitious RREQ for a route from the destination to the source.
7. If no route reply message has been generated and TTL>0 of the RREQ, the updated RREQ is broadcasted. However, the mesh point waits a uniformly distributed random time between 0 and dot11smaxbroadcastjitter before actually broadcasting the route request message (cf. 6.2).
When a mesh point receives a route request message and it is the destination of the route which is to be discovered, it does the same actions as described above with some minor differences. Actions 1 to 4 are done. If the RREQ passed all tests and has to be processed, the destination mesh point increments its sequence number when the destination sequence number of the RREQ is equal to the sequence number of the destination. Finally, it generates a route reply message. However, some fields have different values compared to the RREP generated by an intermediate mesh point. The differences to the RREP by an intermediate mesh point (cf. Table 8) are given below in Table 10.
Table 10: Different values of RREP message by destination
	Field
	Value

	hop count
	0

	destination MAC address
	MAC address from destination mesh point

	destination sequence number
	sequence number of destination mesh point, might have been incremented prior to generation of route reply message

	lifetime
	dot11smyroutetimeout

	routing metric identifier
	routing metric identifier from route request message

	path metric value
	initial value according to specified routing metric

	…
	further considered routing metrics from route request message

	no routing metric identifier
	00-0F-AC-00


The destination only flag and the gratuitous route reply flag have no meaning at the destination.
3.4.7 Processing of Route Reply Messages

When an intermediate mesh point receives a route reply message it does the following actions:
1. It creates or updates a routing table entry to the sender of the route reply message. The destination and next hop for this entry are taken from the source address field (SA/addr2) of the action management frame containing the route reply information element. This route does not have a valid sequence number. The path metric is based on local knowledge.
2. The TTL value, the hop count value, and the path metric values in the route reply message are updated (TTL := TTL-1; hopcount := hopcount+1; path metric values according to routing metric specification).
3. It creates or updates the forward route to the destination mesh point. If a route to the destination mesh point already exists, the route reply is only used if it is newer or better information. The latter means, that a route reply with the same destination sequence number but a better path metric value is considered. Table 11 lists the values for the route table entry of the forward route to the destination.
Table 11: Values for routing table entry to destination
	routing table entry
	value

	destination MAC address
	destination MAC address of route reply message

	destination sequence number
	destination sequence number of RREP message

	SN valid flag
	true / valid

	active route flag
	true / active

	next hop
	source address (SA/addr2) of action management frame (= transmitter address) with RREP IE

	hop count
	updated hop count of RREP

	path metric values
	updated path metric values from route reply message

	lifetime
	current time + lifetime of route reply message


4. If TTL >0 in the updated RREP, the mesh point sends the updated route reply message to the next hop towards the originator of the route discovery.
5. It updates the precursor list of the route to the destination with the MAC address of the node to which the updated route reply message has been sent in (4.). The same is done with the precursor list of the route entry to the next hop towards the destination.

6. The reverse route, that is the route towards the originator / source mesh point of the RREQ and on which the RREP message is forwarded, has its lifetime updated to the maximum of the existing lifetime and the sum of current time and dot11sactiveroutetimeout. The lifetime of the route entry to the next hop towards the originator is updated the same way.

7. If the acknowledgement flag has been set in the received route reply message, a route reply acknowledgement message is sent to the node which sent that RREP (see section 3.4.8)
If the mesh point which received the route reply message is the originator of this route discovery, it has to perform actions 1 through 3 and 7 only. A new route reply message is not generated. 

3.4.8 Generation and Processing of Route Reply Acknowledgement Messages

If a mesh point receives a route reply message with the acknowledgement flag set, it has to generate a route reply acknowledgement message (RREP-ACK) and has to send this message to the sender of the route reply. The fields of the route reply acknowledgement message have the following values as shown in Table 12. See 3.4.3 for a description of the format of a RREP-ACK message.
Table 12: Values of RREQ-ACK message
	Field
	Value

	Frame Control
	Action Management Frame, to/from DS both 1

	DA
	source address (SA/addr2) of route reply message to be acknowledged

	SA
	MAC address of mesh point who generates the route reply acknowledgement

	BSSID
	not defined; may use all zero’s or a procedure similar to the one for IBSS in 7.1.3.3.3 of [1] 

	
	

	element ID
	route reply acknowledgement IE ID as assigned by IEEE

	length
	1

	flags
	00


Actions on not receiving a route reply acknowledgement (and also on receiving a RREP-ACK) are outside of this proposal.

3.4.9 Generation and Processing of Route Error Messages
If an upstream mesh point detects a link break to the next hop of an active route it has to repair the active route. The link break is detected when the short retry counter for the frame to be sent is equal to dot11ShortRetryLimit or when the long retry counter for the frame to be sent is equal to dot11LongRetryLimit (cf. section 9.2.5.3 of [1]). 

The mesh point may try to do a local route repair, that is, to discover a backup route to the destination mesh point. If this is not successful or it does not consider a local route repair, it has to notify all mesh points that are affected by this link break. Route error messages are used to achieve this.

The mesh point compiles a list of all unreachable destinations from its routing table. These are the unreachable neighboring mesh point and all destinations that use this unreachable mesh point as next hop. The route error message is generated from this information with the following values as shown in Table 13. See 3.4.4 for a description of the format of a RERR message.
Table 13: Values of RERR message
	Field
	Value

	Frame Control
	Action Management Frame, to/from DS both 1

	DA
	broadcast address (all one’s)

	SA
	MAC address of mesh point sending the route error message

	BSSID
	not defined; may use all zero’s or a procedure similar to the one for IBSS in 7.1.3.3.3 of [1]

	
	

	element ID
	route error IE ID as assigned by IEEE

	length
	2 + destination count * 10

	flags
	set as needed

	destination count
	number of unreachable destinations

	unreachable destination MAC address[1]
	MAC address of the first unreachable destination

	unreachable destination sequence number[1]
	destination sequence number of the first unreachable destination

	…
	further unreachable destinations and the corresponding destination sequence numbers; There have to be destination count pairs of unreachable destination MAC address – unreachable destination sequence number.


Just before transmitting the route error message, the destination sequence numbers of all unreachable destinations in the routing table are incremented, if they exist and are valid. The routing table entries are set to invalid. The lifetime field is set to current time + dot11sdeleteperiod. Now, the lifetime fields indicate the deletion times of these routing table entries.
When a mesh point receives a route error message, it checks whether it has routes that use the mesh point that sent the RERR message (source address (SA/addr2)) as next hop and those destinations are amongst the unreachable destinations listed in the RERR message. If so, the mesh point compiles a new RERR message containing only these unreachable destinations. Just before transmitting the route error message, 
(1) the destination sequence numbers of all these unreachable destinations in the routing table are set to the corresponding value from the received RERR message, if they exist and are valid. 
(2) the routing table entries are set to invalid. The lifetime field is set to current time + dot11sdeleteperiod. 
(3) the mesh point waits a uniformly distributed random time between 0 and dot11smaxbroadcastjitter (cf. 6.2).

If there are no destinations of the mesh point amongst the unreachable destinations from the received RERR message, nothing is done and no RERR message is sent.
If the upstream route should not be deleted since the node which detected the link break is performing a local route repair and the RERR message is only for informing the source mesh points about the occurred link break and subsequent suboptimal local route repair, the no delete flag has to be set. Mesh points that receive a RERR message with the no delete flag set, do all the steps as described above except the deletion of the route.
3.4.10 General Purpose Forwarding Table

Each mesh point has to contain a forwarding table. The actual structure of the forwarding table is rather implementation specific. Nevertheless, it should be general purpose so that other routing protocols than the basic IEEE 802.11s one can use the forwarding table flexibly.

The general purpose forwarding table should include the following fields:
· destination MAC address

· destination sequence number

· valid destination sequence number flag

· other state and routing flags (e.g., valid/active route, invalid/inactive route, repairable, being repaired)

· next hop

· network interface (network interface to be used when forwarding to the next hop)
· hop count (number of hops needed to reach destination)

· list of path metric(s) (accumulated values of the routing metric(s) of the complete path to the destination) 
· list of precursors 

· lifetime (expiration or deletion time of the route)

· additional general format columns for extensibility

Any frame, no matter if data frame or routing control message, that can be related to a route entry, resets the lifetime of the corresponding route entry to current time + dot11sactiveroutetimeout.

3.5 Proactive Routing Towards Mesh Portals
A large proportion of the traffic in a WLAN mesh network is probably destined for nodes outside. This traffic has to transit a mesh portal. Therefore, it is advantageous to have proactive routes towards mesh portals.
The proactive routing towards mesh portals comes in two flavors – mesh portal initiated and mesh point initiated.

The proactive routing towards mesh portals is a mechanism of which use is optional. Its implementation, however, is mandatory so that all mesh points can process the messages.
3.5.1 Mesh Portal Initiated Routing Towards Mesh Portals

A mesh portal periodically broadcasts its existence. Mesh points that receive such a mesh portal announcement, rebroadcast it and include their distance/path metric to the announced mesh portal. Eventually, all nodes know a path to the mesh portal with shortest distance/best path metric. The next hop towards the mesh portal is the mesh point from which the best mesh portal announcement has been received.
The mesh portal includes a route reply information element (cf. 3.4.2) into its periodic beacon. It increments its destination sequence number before compiling the route reply information element. The route reply information element contains the following values as listed in Table 14. See 3.4.2 for a description of the format of a RREP message.
Table 14: Values of RREP message by mesh portal
	Field
	Value

	element ID
	route reply IE ID as assigned by IEEE

	length
	23+((4 + length of path metric value field[1]) + … + (4 + length of path metric value field[n])) + 4

(n is the number of used routing metrics, it might be 0. In this case, the length is 27.) 

	TTL
	64

	flags
	0 (The acknowledgement flag must not be set.)

	hop count
	0

	originator MAC address
	broadcast address (all one’s)

	destination MAC address
	MAC address of mesh portal

	destination sequence number
	destination sequence number of mesh portal

	lifetime
	dot11smymeshportalroutetimeout

	routing metric identifier
	first routing metric identifier

	path metric value
	corresponding “zero” value of the metric

	…
	further considered routing metrics

	no routing metric identifier
	00-0F-AC-00


When a mesh point receives a beacon with such a mesh portal announcement information element, it will process it with the following steps:
1. The mesh point creates or updates a routing table entry to the sender of the beacon. The destination and next hop for this entry are taken from the source address field (SA/addr2) of the beacon management frame containing the route reply information element. This route does not have a valid sequence number. The path metric is based on local knowledge.

2. The TTL value, the hop count value, and the path metric values in the route request message are updated (TTL := TTL-1; hopcount := hopcount+1; path metric values according to routing metric specification).

3. The mesh point creates or updates the forward route to the mesh portal. If a route to the mesh portal already exists, the route reply information element is only used if it contains newer or better information. The latter means, that a route reply information element with the same destination sequence number but a better path metric value is considered. The values of the fields for the route table entry to the mesh portal are given in Table 15.
Table 15: Values for routing table entry to mesh portal
	routing table entry
	value

	destination MAC address
	MAC address of mesh portal which can be found in destination MAC address of RREP IE in beacon

	destination sequence number
	destination sequence number of mesh portal which can be found in destination sequence number of RREP IE in beacon

	SN valid flag
	true / valid

	active route flag
	true / active

	next hop
	source address (SA/addr2) of beacon management frame (= transmitter address) with RREP IE

	hop count
	updated hop count of RREP IE

	path metric values
	updated path metric values from route reply information element

	lifetime
	current time + lifetime of route reply information element


The route may be marked as path to a mesh portal in the routing table.

4. If TTL >0 in the updated RREP IE of the beacon, the mesh point includes the updated route reply information element into its own beacon management frame.
3.5.2 Mesh Point Initiated Routing Towards Mesh Portals
Mesh Points ask actively for paths to the mesh portals. They send a route request message to which only mesh portals will answer with a route reply message. Since the number of mesh portals and their MAC addresses are not known, the destination MAC address of the route reply message is the broadcast address. Furthermore, it is recommended to set the destination only flag. The mesh point is responsible for maintaining the paths to the mesh portals.
The route request message for the mesh point initiated routing towards mesh portals is the same as described in Table 6 of section 3.4.5 except for the values shown below in Table 16.

Table 16: Different values for RREQ message for mesh portal
	Field
	Value

	flags
	destination flag set (recommended), mesh portal flag set

	destination MAC address
	broadcast address (all one’s)

	destination sequence number
	00 00 00 00


The mesh portals answer with a route reply message, composed in the same way as described in 3.4.6. Moreover, the mesh portal flag is set.

3.6 Multiple Interfaces per Mesh Node

The different MAC addresses of the multiple interfaces of a mesh point are treated as synonymous MAC addresses of the mesh point in the sense of being an identifier of the mesh point. A mesh point with n (n>1) interfaces appears to other nodes like n mesh points with a common networking intelligence that connects these n (logical) mesh points.
If a mesh point has to send a broadcast it broadcasts the frame on all n network interfaces.

A unicast route uses exactly one of the n interfaces for transmitting the frame to the next hop on the path. Therefore, the corresponding network interface is part of the entries in the forwarding table.
A separate interface at a mesh access point that is exclusively used for communication with associated legacy IEEE 802.11 stations cannot be used as a MAC address in the WLAN mesh network.

3.7 Integration of Legacy IEEE 802.11 Stations (STA)

Legacy IEEE 802.11 stations may have an association with a mesh access point (mesh AP). There is a single wireless hop between the legacy stations and the mesh AP. The mesh AP knows about all legacy stations associated with it, but the stations are not aware of the mesh.

In order to enable legacy stations to communicate with other devices via the WLAN mesh network, the associated mesh AP performs the mesh services instead of the stations. Packets to an associated legacy station are received by the mesh AP and forwarded to the station via the BSS. The translation between the different data frame formats is described in section 5.

3.8 Integration of Vendor Specific WLAN Mesh Routing Protocols
Vendor specific WLAN mesh routing protocols can be integrated by defining new routing metrics and/or new routing management messages.

The general format of routing metrics contains the 3 byte long organizational unique identifier (OUI) and has room for 255 vendor specific routing metrics.

New vendor specific routing management messages can be defined within the vendor specific management frame. A mesh point with a vendor specific mesh routing protocol may ignore the routing management messages defined within 802.11s. In order to do so, it must announce that it is not using the basic 802.11s mesh routing protocol by saying which other mesh routing protocol it uses. This is done with the active mesh routing protocol information element in beacons (cf. 4.3.2).
The general purpose forwarding table contains some additional general format columns for extensibility. Moreover, the forwarding table is implementation specific, so it should be easy to adapt the forwarding table if necessary.
4 Frame Formats

4.1 Mesh Data Frame Format

The mesh data frame is based on the data frame format as defined by the IEEE 802.11e amendment [3]. The IEEE 802.11e data frame is described in section 7.1.2 of the amendment [3].
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Figure 11: Mesh data frame format
The mesh data frame has three additional fields: a time-to-live field and a flag field, which are fixed, and option field(s), that are variable. 
4.1.1 Frame Control Field

The frame control field follows the traditional IEEE 802.11 rules. They are described in section 7.1.3.1 of [1]. The following subsections explain some values that are important for the mesh data frame.
4.1.1.1 Type and Subtype Frame Control Subfields

A new data frame subtype is defined for mesh data frames. The following IEEE 802.11 frame subtype has to be added to table 1 in section 7.1.3.1.2 of [1] as shown in Table 17.
Table 17: Valid type and subtype combinations (IEEE 802.11s extension)

	Type value

b3 b2
	Type

description
	Subtype value

b7 b6 b5 b4
	Subtype description

	10
	Data
	1101
	Mesh Data


4.1.1.2 To DS and From DS Subfields

Both the To DS subfield and the From DS subfield are set to 1.

4.1.1.3 More Fragments Subfield

The More Fragments subfield is set in a similar way as in IEEE 802.11[1]. See section 7 for details on fragmentation and defragmentation.

4.1.2 Sequence Control Field

The sequence control field of the MAC header is used in a similar way as in IEEE 802.11[1]. See section 7 for details on fragmentation and defragmentation.

4.1.3 Address Fields

The WLAN mesh network uses the 4 address data frame format. The four addresses have the same meaning as in table 4 of section 7.2.2 of the IEEE 802.11 standard [1]. The meaning is as follows:
	address 1
	Receiver Address (RA)

	address 2
	Transmission Address (TA)

	address 3
	Destination Address (DA)

	address 4
	Source Address (SA)


The receiver address is the MAC address of the mesh point which received this data frame from the mesh point with the transmission address. There is only a single wireless hop between transmitter and receiver.
The transmission address is the MAC address of the mesh point which transmitted this actual wireless data frame. There is only a single wireless hop between transmitter and receiver.

The destination address is the MAC address of the destination of the multi-hop transmission. The destination is the final recipient of the mesh data frame. The destination address is often not the MAC address to which the data frame is sent directly over the air. The destination hands the data frame up to a processing unit which is on a “higher layer” than the data frame forwarding.
The source address is the MAC address of the source of the multi-hop transmission. The source is the originator. The source address is often not the MAC address from which the data frame has been received directly over the air. The source received the data from higher layers or a processing unit which is on a “higher layer” than the data frame forwarding.

4.1.4 Time-To-Live Field (TTL)

The meaning of this field is the same as of the time-to-live field in the Internet protocol. The TTL field is used to discard data frames that traveled too long in the network. This might happen because of temporary routing loops. The TTL field is decremented after each transmission on the multi-hop path. The source mesh point, which generates mesh data frames, sets the TTL field to its initial value (usually 255). Intermediate mesh points decrement the TTL value by 1 before forwarding the data frame. If the TTL value reaches zero (0), the data frame is discarded.
4.1.5 Mesh Data Frame Flags Field

The mesh data frame flags field is one octet long. It contains flags that control the processing of the mesh data frame. The following lists all the flags that are defined.
[image: image12.emf]Mesh Data

Frame

Options

Bits: 0

reserved

1 … 7


Figure 12: Flags for mesh data frame flags field

4.1.5.1 Mesh Data Frame Options Flag

If this flag is set, the mesh data frame header contains one or more mesh data frame options. They are defined in 4.1.6.

4.1.5.2 Reserved

These bits are reserved for future definition of flags. They are set to 0 and ignored on reception.

4.1.6 Mesh Data Frame Option Field(s)

This field allows a flexible extension of the MAC header of the mesh data frame. A mesh data frame option identifier (4 octets) defines the included option. It consists of an organizational unique identifier and a mesh data frame option subidentifier. The length field contains the length of the option information in octets. See Figure 13 for the structure of mesh data frame options.
Mesh data frame options can only be included if the mesh data frame options flag is set in the mesh data frame flags field (cf. 4.1.5). When the mesh data frame options flag is set, the mesh data frame options follow directly the mesh data frame flags field. The non option indicates the end of the sequence of options.
A mesh data frame option has the following structure as shown in Figure 13.
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Figure 13: Mesh data frame option field format

The following options are defined as listed in Table 18 below.
Table 18: Mesh data frame options

	OUI
	Mesh Data Frame Option Sub Identifier
	Meaning

	00-0F-AC
	0
	no mesh data frame option is given (non option)

	00-0F-AC
	1
	broadcast identifier

	00-0F-AC
	2-255
	reserved

	vendor OUI
	0-255
	vendor specific mesh data frame options, it is recommended not to use 0 for a mesh data frame option


4.1.6.1 Non Option
This mesh data frame option has no information. It consists solely of the mesh data frame option identifier and the length field with a value of 0. It indicates that there is no (further) mesh data frame option present. The non option is the last option and indicates that the frame body starts.
4.1.6.2 Broadcast Identifier Option

This mesh data frame option is used in mesh data frames that belong to a mesh-wide broadcast. See section 5 for a description how this broadcast identifier is used.
The option information has the following format as shown in Figure 14.
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Figure 14: Broadcast identifier option format
4.1.6.3 Vendor Specific Option

The vendor specific option can contain any option information defined by the vendor with the given OUI.

4.2 Control Frame Format and Management Frame Format

The format of the management frames is not extended. All control and management frames of the WLAN mesh services are defined as information elements and appended to the corresponding control or management frames or as information elements in the action management frame.

It is absolutely necessary that management frames which contain routing control messages are protected. It should not be possible for unauthorized nodes to interpret these management frames nor to inject management frames with routing control messages into the WLAN mesh network.
4.3 Beacon

Every mesh point periodically broadcasts beacon management frames. The beacon is broadcast every dot11sbeaconinterval plus a random value for jittering the beacons. The random value is uniformly distributed in the interval [max(-0.2*dot11sbeaconinterval , 2000 TU), min(+0.2*dot11sbeaconinterval, 2000 TU)]. The beacon interval field contains dot11sbeaconinterval measured in time units.
The beacon contains additional information elements in a WLAN mesh network. These are mesh identity, active mesh routing protocol, active mesh routing metrics, and mesh security. They are defined in the following subsections.

4.3.1 Mesh Identity Information Element

The mesh identifier information element is similarly defined as the SSID information element. It can contain up to 32 bytes in its information field. The format of the mesh identity information element is shown in Figure 15.
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Figure 15: Mesh identity information element format
4.3.2 Active Mesh Routing Protocol Information Element

The active mesh routing protocol information element announces the currently active routing protocol of the WLAN mesh network. There can be only exactly one active routing protocol. The format of the active mesh routing protocol information element is shown in Figure 16.
[image: image16.emf]Octets:

Element

ID

1

Length

Routing

Protocol

Identifier

4 1


Figure 16: Active mesh routing protocol information element format
The routing protocol identifier has the following structure as shown in Figure 17.
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Figure 17: Routing protocol identifier format

The following routing protocol identifiers are defined as shown in the following Table 19.
Table 19: Routing protocol identifiers

	OUI
	Routing protocol Sub Identifier
	Meaning

	00-0F-AC
	0
	IEEE 802.11s layer 2 AODV-based routing protocol

	00-0F-AC
	1-255
	reserved

	vendor OUI
	0-255
	vendor specific routing protocols


4.3.3 Active Mesh Routing Metrics Information Element
The active mesh routing metrics information element announces the currently active routing metrics of the WLAN mesh network. More than one routing metric can be active. Moreover, no routing metric might be given in the information element. In this case, the routing metric is hop count, which is incorporated into the IEEE 802.11s routing control messages. The format of the active mesh routing metrics information element is shown in Figure 18.
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Figure 18: Active mesh routing metrics information element format

The number of active routing metrics n can be zero, one, or greater than one. The routing metric identifiers are defined in section 3.2.1. The non routing metric identifier indicates the end of the sequence of routing metric identifiers. The length of the information field is (n+1)*4 bytes.
4.3.4 Mesh Security Information Element

This information element specifies whether a mesh point has already been authenticated and how. The format of the mesh security information element is shown in Figure 19.
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Figure 19: Mesh security information element format

The following Figure 20 lists all the flags that are defined for information on mesh point authentication.
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Figure 20: Flags of mesh security information element
The flags have the following meaning:

	AAA authenticated
	If set, the mesh node has been authenticated with a AAA server and provides connectivity to this AAA server for its neighbors. See section 10.1.1.

	Distributed authentication
	If set, distributed authentication is used. The neighboring nodes have to perform the IBSS 4-way handshake to participate in the mesh network. See section 10.1.2.

	reserved
	set to 0 and ignored on reception


5 Data Frame Forwarding

An intermediate mesh point which receives a mesh data frame which has to be forwarded to another mesh point from some other mesh point does the following:
1. decrement TTL field by 1.
2. check if mesh data frame for itself, if yes hand it up
3. if TTL = 0 discard mesh data frame

4. update lifetimes to current time + dot11sactiveroutetimeout of routes towards

· transmitter of this mesh data frame

· destination of this mesh data frame

· next hop on path of this mesh data frame

5. set addresses for next wireless transmission in the WLAN mesh network

· address1 (RA) := next hop MAC address from route to DA

· address2 (TA) := MAC address of this mesh point

· address3 (DA) : no change

· address4 (SA) : no change

6. transmit mesh data frame to next hop (RA) on path to destination (DA)

A mesh access point which receives a mesh data frame which has to be forwarded to an associated legacy IEEE 802.11 station does the following:

1. decrement TTL field by 1.

2. check if mesh data frame for itself, if yes hand it up

3. if TTL = 0 discard mesh data frame

4. update lifetimes to current time + dot11sactiveroutetimeout of routes towards

· transmitter of this mesh data frame

5. create new data frame for BSS

6. set addresses for next wireless transmission in BSS of mesh AP
· address1 (RA) := destination MAC address of address3 (DA) of mesh data frame
· address2 (TA/BSSID) := MAC address of this mesh access point

· address3 (SA) := source MAC address from address4 of mesh data frame
7. transmit data frame to associated legacy IEEE 802.11 station (DA).
A mesh access point which receives a data frame from an associated legacy IEEE 802.11 station to be sent into the WLAN mesh network does the following:

1. check if data frame for itself, if yes hand it up

2. create new mesh data frame for WLAN mesh network

3. set TTL to 254

4. update lifetimes to current time + dot11sactiveroutetimeout of routes towards

· destination of this mesh data frame

· next hop on path of this mesh data frame

5. set addresses for next wireless transmission in the WLAN mesh network

· address1 (RA) := next hop MAC address from route to DA

· address2 (TA) := MAC address of this mesh point

· address3 (DA) := destination MAC address from address3 (DA) of data frame

· address4 (SA) := transmitter/source MAC address from address2 (TA/SA) of data frame

6. transmit mesh data frame to next hop on path to destination (DA) 

6 Broadcast Data Service

Higher network layers and 802.3 LANs consider a WLAN mesh network as a single broadcast domain. Due to the wireless multi-hop communication within the WLAN mesh network, the broadcast data service has to be extended in order to take this into account.

There are two different kinds of broadcasts in a WLAN mesh network:

· link local broadcast

· mesh wide broadcast

6.1 Link-local broadcast

The link local broadcast is the broadcast as known from the IEEE 802.11 base standard [1]. A frame which is broadcast is transmitted via the wireless interface and all nodes that can receive the frame process it.

Some mesh routing messages are sent with link-local broadcast, because they are management frames and cannot be sent with a mesh-wide broadcast.

If mesh data frames have to be sent with link-local broadcast, the TTL is set to one (1) or/and a broadcast identifier is not given as a mesh data frame option.
6.2 Mesh-wide Broadcast

A mesh-wide broadcast (sometimes also called network-wide broadcast) has to be received by all mesh points belonging to the WLAN mesh, even if they are not in radio range of the originator of the broadcast. The broadcast frame is flooded in the WLAN mesh network in order to achieve this. Recipients of the broadcast rebroadcast the frame on all their interfaces.
The originator of the mesh-wide broadcast does the following actions:

1. It sets the TTL field in the mesh data frame to the number of hops the broadcast should travel. The default value is 255 which comprises the complete network. A significantly smaller TTL value can be used to control and to limit the dissemination of the broadcast data frame. A TTL=1 means that the broadcast is actually link-local.
2. It increments its broadcast message counter. The new value of the broadcast message counter is the broadcast identifier, which is put into the broadcast identifier option (cf. 4.1.6.2).

3. The broadcast identifier option is appended to the MAC header of the broadcast mesh data frame.

4. The address fields in the MAC header contain the following MAC addresses:
address1: RA := broadcast address (all one’s)

address2: TA := MAC address of originator of mesh-wide broadcast (this mesh point)
address3: DA := broadcast address (all one’s)

address4: SA := MAC address of originator of mesh-wide broadcast (this mesh point)

5. It sends the broadcast data frame.

6. It puts the tuple {SA = MAC address of originator of mesh-wide broadcast/this mesh point; broadcast identifier; dot11smeshbroadcastlisttimeout} into its list of received broadcasts.

Mesh points which receive this broadcast data frame recognize the mesh-wide broadcast on the broadcast address in the address3 (DA) field of the MAC header and on the existing broadcast identifier mesh data frame option. The receiver of a mesh-wide broadcast data frame does the following actions:
1. It compares the source address (address4/SA) and the broadcast identifier with the entries in the list of received broadcasts. If it already received the broadcast data frame previously, the current, duplicate broadcast data frame is silently discarded and the timeout of the entry in the list of received broadcasts reset.

2. If the comparison in (1.) has been negative, this is a new broadcast data frame. The content of the broadcast data packet is given to the higher layers.

3. The TTL is decremented by 1. If TTL=0, the broadcast data frame is not rebroadcast.
4. The address2/TA is updated with the MAC address of this node.

5. The mesh point waits a uniformly distributed random time between 0 and dot11smaxbroadcastjitter. All neighbors of the last transmitter of the broadcast data frame might have to rebroadcast the frame. They will interfere with each other when they do this at (roughly) the same time. The jittering of the rebroadcasts distributes them more sequentially.
6. It (re)broadcasts the updated broadcast data frame.

7. It puts the tuple {SA = MAC address of originator of mesh-wide broadcast; broadcast identifier; dot11smeshbroadcastlisttimeout} into its list of received broadcasts.

A mesh-wide broadcast following the rules as described above is only possible with mesh data frames. Some routing control messages rely on a mesh-wide broadcast as well, for instance, route request messages. They are, however, sent as management frames and cannot use this mesh-wide broadcast mechanism. Instead, the rebroadcasting is initiated in the processing of the routing control message (see 3.4.6 for RREQ). Nevertheless, they have to do the jittering before rebroadcasting.
7 Fragmentation and Defragmentation of Frames

In principle, the fragmentation and defragmentation of frames follows the same rules as described in 9.1.4, 9.4, and 9.5 of the IEEE 802.11 WLAN standard [1]. However, there are some important differences due to the multi-hop transmission in a WLAN mesh network:
· Only the source mesh point sets the sequence control field in the MAC header. Intermediate mesh points do not change the values in the sequence control field set by the source. The destination mesh node will find in the sequence control field the sequence number and the fragment number as assigned by the source mesh point.

· The fragments are not sent as a fragment burst but rather as independent frames. Intermediate nodes do not defragment the MSDU.

The sequence control field as described in section 7.1.3.4 of [1] and the more fragment bit of the frame control field (section 7.1.3.1.5 of [1]) are used for controlling the defragmentation. 
8 Mesh Portal Functionality

The mesh portal works as L2 bridge between the 802.11s MAC (incl. L2 routing) and the 802 MAC. The solution should conform to 802.1D on the 802 MAC side.

The portal has to transport packets for the following constellations:

1. from mesh point to mesh point in the same mesh

2. from mesh point to address outside the mesh

3. from address outside to mesh point inside the mesh

Depending on the source and destination of the packets the portal changes the packet format accordingly. In the case of management packets (e.g. L2 mesh route request) the portal may take an action. 

The solution should be capable of connecting several mesh networks.

8.1 Portal Behavior

8.1.1 Address Learning 

The portal learns the addresses and the ports of nodes when receiving/forwarding packets. The portal discerns by this means between addresses that are in the mesh, outside the mesh and optionally are reached by crossing the mesh. 

8.1.2 Data Frame Forwarding from Mesh Point to Mesh Portal and Vice Versa
Data frames destined for a destination outside the mesh are transferred from and to a mesh portal via tunneling by means of encapsulation, cf. also section 10.2. The node at the end of the tunnel decapsulates the data frame and forwards it to the bridging component or higher protocol layers, respectively.

The IEEE 802.11s routing protocol provides information on the locality of nodes, i.e. the reachability of destinations inside or outside the mesh. If a destination is located outside the mesh, the mesh portals and the routing protocol should provide information on the mesh portal through which the destination is reachable.

8.1.3 Unicast: From Mesh Point to Destination outside the Mesh
For known destinations the packet is sent according to 8.1.2.

If the destination is not in the forwarding table, a route request is issued. If a mesh portal already knows the destination, it issues a route reply indicating that the destination is reachable by the mesh portal. 
When the route request times out, the mesh point sends the first data frame by means of encapsulation to all potential mesh portals. The mesh portals relay the data frame on all segments. When a reply from the destination is received, the mesh portal learns the address, the forwarding table is updated by a route reply and the packets are sent through the mesh portal.

8.1.4 Unicast: From Node outside the Mesh to Destination inside the Mesh
If the destination is not known in the forwarding table of the mesh portal, the mesh portal issues a route request. The remaining procedure is identical to the description in 8.1.3.

8.1.5 Broadcast Transmission

The mesh portal translates between the broadcast mechanism in the mesh and outside the mesh. It might be necessary to tunnel the non-mesh broadcast data frame within the WLAN mesh network. 

9 Quality of Service

Traffic prioritization is performed according to 802.11e, i.e. the parameters AIFS, CWmin, and CWmax are set for each access category.

10 Security

IEEE 802.11i [11] describes robust mechanisms for WLAN security that have undergone extensive reviews. It is out of question that the reuse of these well understood mechanisms is desirable for IEEE 802.11s security. However, certain adoptions have to be made as IEEE 802.11i has been designed without multi-hop communication and mesh networks in mind. 

The scope of this proposal is the protection of nodes within the administrative domain of the mesh network from outside nodes. Nodes within the same administrative domain are considered to be trusted, i.e. it is assumed that they behave cooperatively regarding signaling messages within the mesh. For this purpose, pairwise keys and group keys have to be established. The former are used for unicast communication of mesh points with its direct neighbors while the latter are used for broadcast communication.

The key parts of this proposal are the following:

· Authentication of mesh nodes joining a mesh

· Central model using AAA (e.g. Radius RFC 2865, 2866) and IEEE 802.1x

· Distributed model

· Efficient operation of IEEE 802.11i in a multi-hop mesh environment

10.1 Basic Authentication of Mesh Nodes

10.1.1 Central Model

In the central model, the availability of an AAA server is assumed. This server can either be within the mesh network or be reachable via LAN. The server authenticates each mesh point via 802.1x/EAP. To achieve this, each mesh point (all participants except stations (STA)) has to realize both roles: supplicant and authenticator. 

If a mesh point is connected to the AAA server (this is the case for direct, single-hop neighbors initially) it can be authenticated directly and receives a PMK (pairwise master key) as well as a GMK (group master key). As the main purpose of this proposal is the protection of the WLAN mesh against outside nodes, the same PMK and GMK can be used for all mesh points. Different session keys (PTKs, Pairwise Transient Keys) that are used for the actual encryption of unicast communication will then be deduced from the PMK using standard 802.11i protocol mechanisms. The same is done with GTKs (Groupwise Transient Keys). 
If a mesh point is already authenticated, it includes this information into its beacon packets (see section 4.3.4). Any new mesh point without direct connection to the AAA server (but in range of a mesh point that has already been authenticated) can associate to its neighboring, authenticated mesh point and use IEEE 802.1x / EAP to authenticate with the AAA server.

10.1.2 Distributed Model

If no AAA server is available, the mesh points have to be provided with a pre-shared key (PSK). This key can be used as PMK and then to deduce PTKs for secure unicast communication using standard IEEE 802.11i protocol mechanisms. To achieve this, each mesh point has to support both roles, supplicant and authenticator. The PTKs can then be deduced from the PMK using the IEEE 802.11i IBSS mechanisms (4-way handshake). Also GTKs can be deduced using a GMK that has to be provided initially.

10.2 Efficient IEEE 802.11i in a Multi-hop Mesh Environment

End-to-end security is out of scope of this proposal. It can be realized using well established protocols like e.g. IPSec. However, from a performance perspective, it makes sense to introduce part of this functionality as a possible replacement of the strictly link-based mechanisms that have been described above.

If link-based encryption is used, each message has to be completely decrypted and encrypted by every intermediate mesh node that forwards the traffic on its way from source mesh point to destination mesh point. This is especially critical for delay sensitive traffic. 
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Figure 21: Usage of same PMK between different mesh points over multiple hops

To avoid this unnecessary overhead (that does not increase security in any way), we propose to establish a PMK for data transmissions between any two source and destination nodes in the mesh network. Figure 21 illustrates this idea: “Header” describes the MAC Header and “Data” the frame body of a normal data frame. 

For inbound and outbound traffic via the mesh portal, the mesh portal is the endpoint of the secure tunnel. This means, the mesh portal acts as source node for inbound traffic and as destination node for outbound traffic regarding key establishment.
10.2.1 Central Model

If the central model with its AAA server is used, it is possible to have different PMKs for every source-destination relation within the mesh. Thus, the traffic is protected from potential eavesdroppers within the mesh. 

Signaling traffic that is sent via broadcast packets can be encrypted as described in sections 10.1.1 and 10.1.2 using the linkwise GTKs. However, data traffic can be encrypted using the PTK derived from the PMK that have been established between source and destination node. To achieve this, parts of the MAC header, that are not directly relevant for radio transmission, have to be encrypted with the linkwise PTK so the intermediate nodes can make its forwarding decisions. However, the much bigger data part of the MAC frames is encrypted within the source node with the PTK established between source and destination node. Thus, no security-related action (encryption, decryption, integrity check) is necessary in the intermediate nodes. The data part of the packets is decrypted within the destination node. 
10.2.2 Distributed Model

While there is no protection against internal eavesdroppers in this model, the performance benefits when using a source-destination PMK for data traffic are the same as described in the central model. The PTKs between source and destination node can be deduced via multi-hop as described in section 10.1.2 using a multi-hop encapsulated IBSS 4-way handshake. 

Further operation is equal to 10.2.1: link-specific PTKs are used to protect mesh header information while the data part of the packets is protected using the PTK that has been established between source and destination node. Again, no security-related action is necessary in the intermediate nodes. 
11 Extensibility
This proposal for the IEEE 802.11s amendment provides flexibility for adaptation of the WLAN mesh network to different usage scenarios and extensibility for incorporation of specialized or vendor-specific mechanisms in the WLAN mesh network. Especially, it is possible to use different routing metrics and to extend the IEEE 802.11s routing protocol or to integrate a different mesh routing protocol. The following gives an overview of the means that are provided to achieve the extensibility.
Routing metrics: The concept of routing metric identifiers as described in section 3.2.1 allows to define several different, vendor-specific routing metrics for usage with the IEEE 802.11s mesh routing protocol or with a vendor-specific mesh routing protocol. It is also possible to vary the number of considered routing metrics, since the sequence of routing metric identifiers is terminated with a special routing metric identifier (no routing metric).
Routing Protocols: The definition of new routing control messages is necessary for integrating other routing protocols. This can be done by defining new routing control messages within the vendor-specific information element that will be included in the action management frame. 
General purpose columns in forwarding table: The forwarding table as defined in section 3.4.10 already accommodates for several possible general routing mechanisms. Additional columns in a general format are defined for increased extensibility. However, the forwarding table is implementation specific, so there is already a large flexibility available.
Routing identifiers in beacon management frames: The periodically sent beacons of mesh points include information elements that identify the currently used routing protocol and routing metrics (see section 4.3). New mesh points which want to associate with this WLAN mesh network can check whether they have the required capabilities based on this information.
Options field in mesh data frame: The flexible definition of the options field in the mesh data frame allows an easy extension of the mesh data frame for vendor-specific routing protocols if necessary (cf. section 4.1).
12 Attribute Definitions
The following Table 20 lists all the attributes that are used in this proposal for IEEE 802.11s. Table 20 contains also some attributes from IEEE 802.11 [1] that are referenced. They are not changed.
Table 20: IEEE 802.11s attribute description

	Attribute Name
	Default Value
	Description

	IEEE 802.11s Attributes
	
	

	dot11spathdiscoverytime
	> 2 * dot11smeshtraversaltime
	anticipated maximum time for a route discovery

	dot11srreqretries
	2
	number of retries for route discovery for the same destination after the first route discovery timed out 

	dot11srreqratelimit
	10
	maximum number of route request messages a mesh point can send per second

	dot11smeshdiameter
	32
	maximum number of hops within mesh network between any source mesh point and destination mesh point

	dot11snodetraversaltime
	40 ms
	maximum time for traversing a node (including wireless transmission)

	dot11smeshtraversaltime
	>(2 * (dot11snodetraversaltime + dot11smaxbroadcastjitter) * dot11smeshdiameter)
	anticipated maximum time for traversing the WLAN mesh network on any path

	dot11sactiveroutetimeout
	10,000 ms
	lifetime of a route in the routing table

	dot11sdeleteperiod
	10,000 ms
	time before an invalidated route will be deleted from routing table

	dot11smyroutetimeout
	dot11spathdiscoverytime
	lifetime set on paths during route discovery

	dot11smymeshportalroutetimeout
	dot11spathdiscoverytime
	time out for a route to a mesh portal during discovery of routes to mesh portal

	dot11sbeaconinterval
	3000 ms
	interval for periodic beaconing; the actual interval is jittered (4.3)

	dot11smaxbroadcastjitter
	200 ms
	upper limit for the uniformly distributed random value a mesh point has to wait before actually rebroadcasting a mesh wide broadcast packet (6.2); should be at least 100 ms.

	dot11smeshbroadcastlisttimeout
	> 2 * dot11smeshtraversaltime
	time out for an entry in the list of received broadcasts; has to be large enough so that there is no frame of this mesh wide broadcast in the mesh anymore

	IEEE 802.11 Attributes [1]
	
	

	dot11ShortRetryLimit
	7
	number of times a single frame ((dot11RTSThreshold) may be retransmitted

	dot11LongRetryLimit
	4
	number of times a single frame (>dot11RTSThreshold) may be retransmitted

	dot11RTSThreshold
	3000
	distinguishes between short frames (() and long frames (>); RTS/CTS is only done for long frames
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Abstract


This document is the “Siemens Partial Proposal for WLAN Mesh Networking” in response to the Call for Proposals of the IEEE 802.11s task group. We consider a mainly unmanaged WLAN mesh network. All mesh points have to authenticate in order to become part of the WLAN mesh network. Mesh points can be both access point devices and client devices. Our proposed WLAN mesh networks with wireless multi-hop communication can be deployed in different usage scenarios: residential and home networks, office networks, campus, community, and public access networks, as well as public safety networks.


The proposal is centered around but is not exclusively about multi-hop path selection. A layer 2 adaptation of the AODV routing protocol is proposed. An important aspect is extensibility. Furthermore we provide contributions to security in WLAN mesh networks and to interworking.
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