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1 Additional Supporting Material
This section contains requirements for additional documentation that must be submitted with a proposal.

	Number
	Name
	Definition
	Coverage

(Yes/No)
	Notes   
	References

	AD1
	Reference submissions
	A list of IEEE 802 submissions related to the proposal, both documents and presentations.
	Yes
	
	11-05-0589-00-000s-802-11-TGs-MAC-Enhancement-Proposal.doc

	AD2
	Simulation and/or experimental methodology
	Any proposal submission that includes simulation results must include a description of the simulation methodology used for mesh simulations.  The simulation methodology documentation should provide enough information to, in principle, reproduce the simulation (e.g., including node positions, traffic and propagation model (including PHY assumptions), packet sizes, etc.).
	No
	
	


2 Coverage of Minimum Functional Requirements
This section contains a template for disclosure of coverage of minimum functional requirements with a proposal. 
	Number
	Category
	Name
	Coverage

(Complete /Partial/ None)
	Notes
	References

	FR1
	TOPO_RT_FWD
	Mesh Topology Discovery
	None
	
	

	FR2
	TOPO_RT_FWD
	Mesh Routing Protocol
	None
	
	

	FR3
	TOPO_RT_FWD
	Extensible Mesh Routing Architecture
	None
	
	

	FR4
	TOPO_RT_FWD
	Mesh Broadcast Data Delivery
	Partial
	This proposal specifies a scheduling mechanism that facilitates broadcast data delivery
	Section 4

	FR5
	TOPO_RT_FWD
	Mesh Unicast Data Delivery
	Partial
	This proposal specifies a unicast data delivery mechanism that takes advantage of multiple channels
	Section 4

	FR6
	TOPO_RT_FWD
	Support for Single and Multiple Radios
	Partial
	This proposal specifies a single radio MAC enhancement that can be simply applied to multiple radios
	Section 4

	FR7
	TOPO_RT_FWD
	Mesh Network Size
	None
	
	

	FR8
	SECURITY
	Mesh Security
	None
	
	

	FR9
	MEAS
	Radio-Aware Routing Metrics
	None
	
	

	FR10
	SERV_CMP
	Backwards compatibility with legacy BSS and STA
	Partial
	This proposal does not break operations of legacy BSS and STA.
	Section 4

	FR11
	SERV_CMP
	Use of WDS 4-Addr Frame or Extension
	None
	
	

	FR12
	DISC_ASSOC
	Discovery and Association with a WLAN Mesh
	None
	
	

	FR13
	MMAC
	Amendment to MAC with no PHY changes required
	Complete
	This proposal specifies a MAC enhancement that utilizes multiple channels
	Section 4, 5, and 6

	FR14
	INTRWRK
	Compatibility with higher-layer protocols
	None
	
	


3 Motivation (Informative)
Consider the left hand side of Figure 1 where evolution in wired networks is depicted. The shared bus is simple but suffers from performance degradation as the number of nodes increases. A star arrangement, with a switch as a coordinator, is capable of providing greatly increased aggregate throughput. The star arrangement is shown in Figure 1 (b) and is now well established in the wired networks.
As wireless networking based on 802.11 becomes widely deployed, and as the capacity of a single channel WLAN becomes a bottleneck, a similar evolution can be facilitated so that the limited capacity of a single channel (comparable to the shared bus) can be increased by enabling simultaneous transmissions on different channels. A natural approach is frequency diversity. Multiple orthogonal channels are available in WLAN and distributing the communication across the channels permits simultaneous transmissions.

In an ideal case, it should be possible for any pair of nodes to communicate on a different channel without effecting the transmission of any other node. That is, if it is possible for any pair of nodes to capture a non-collision channel, the throughput can be maximized. This ideal situation, of course, requires too many channels. However, if the channels are chosen in such a way that spatial reuse can be maximized, significant gains in capacity can still be achieved. To obtain these gains, channels can be dynamically assigned to node pairs, based on the topological and traffic information. A function comparable to that of the switch needs to be provided to coordinate the channelization. In the case of a WLAN mesh network the multi-channel MAC is the appropriate way to provide this coordination function.
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Figure 1 – Facilitating multi-channel MAC operation instead of single channel can bring gains comparable to the  capacity gains that an evolution to (b) from (a) brought in the wired world
Channelization is not new to IEEE 802.11 standard. It was added to increase the capacity of infrastructure networks wherein neighboring APs are configured to work on different channels to minimize interference between neighboring STA-AP clusters. Non-infrastructure (i.e. ad-hoc) networks, however, have thus far not exploited the benefits of multiple channels. 

Multi-channel MAC can be considered in a number of ways. One way is to add radios and tune each radio to a different channel. Another way is to assign one of the available (free) channels dynamically regardless of the number of radios. Both the approaches can be developed in such a way that they are legacy compliant. This proposal falls in to the latter and is legacy compliant. An efficient implementation of the latter approach can be based on a common channel. Nodes utilize the common channel to select a free channel for data transmission. This is in essence a dynamic channel allocation scheme. The allocation can be negotiated on a per packet basis, or for a fixed time. Status of available channels can be maintained by monitoring the common channel. Channel selection can be carried out in a number of ways by appending information to RTS and CTS control frames. This requires modification of the RTS and CTS frames (See section 6 for the modifications to the frame format).

Supporting multi-channel operations when participating devices have more than one radio interfaces is relatively easier as one of the radio interfaces can be tuned to the common channel. However, devices with single radio interfaces will be unable to tune to common channel when participating on another channel. Thus the multi-radio situation is relatively easier as compared to the situation when devices with a single radio interface are present, or a mixed scenario where single and multiple radio interface devices are present. Yet, it is crucial to accommodate these devices with a single radio interface as most of the handheld consumer electronic devices are likely to be such devices, 

Thus far, the following points have been made:

· Multi-channel operation can bring significant gains in terms of capacity 

· Multi-channel operation for devices with a single radio interface is not straightforward

· Supporting devices with single radio interfaces is important to enable application of 11s in consumer segment (moreover, it is also a requirement of TGs). 

Enabling the operation of single radio devices in multi-channel environment, conjunctively with maintaining backward compatibility, is a focus of this contribution. 

A WLAN mesh network, consisting of mesh points with a single radio interface, can be based on a single channel. In such a case, this single channel is the common channel, since it is common to all mesh points. Mesh APs in this network also use the common channel to communicate with their STAs. All the mesh points and the STAs share the common channel to communicate. They contend, in usual ways, to access the common channel. We will call this network as a simple WLAN mesh network.

Three possible traffic patterns, as shown in Figure 2, can be encountered in simple WLAN mesh networks. The traffic pattern depicted in Figure 2 (a) can be observed in a typical home environment. Here data files are being exchanged between two pairs of devices. Node A, for example may be sending a movie file to node D, while node B may be printing pictures using the printer C. As these two transmissions can be initiated in an ad-hoc fashion, there is no reason why these transmissions may not take place simultaneously. The traffic of Figure 2 (b) is typical of an office environment, where two or more mesh portals (e.g. Nodes A and C) may be available to provide Internet access. To utilize these two portals efficiently two orthogonal channels may be utilized for simultaneous transmission. From the two examples, if multiple orthogonal channels would be available, aggregate throughput can be enhanced by taking advantage of simultaneous data transmissions on multiple channels. 

In both these cases, however, the bandwidth of each link still remains unchanged. This means that there will be traffic patterns, for instance the one in Figure 2 (c), where the performance will hardly improve. A case, similar to Figure 2 (c) is typical in a legacy BSS. For example, node A is an AP and node B, C, and D are STAs associated to the AP. This is clearly a case where multiple radios are needed for improving performance and multiple channels, without multiple radios, are not likely to help. The traffic pattern study tells that multi-channel approach is effective in increasing throughput with decentralized traffic pattern whereas centralized traffic should be addressed by mesh points with multiple radio interfaces.

The multi-channel MAC described in this document enhances the throughput for the traffic patterns similar to the ones in Figure 2 (a) and (b) under the constraints of single radio interface. 
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Figure 2 – Three traffic patterns. (a) and (b) are decentralized. (c) is centralized.
4 Single Radio Multi-Channel MAC

A mesh point with a single radio interface encounters the following problems in a multi-channel environment:
- It loses information on the common channel while it tunes to a different channel for data transmission:
- It does not know when to contact a peer on the common channel 

To combat these two problems a simple scheduling mechanism is introduced. The next subsection describes this simple scheduling mechanism on the common channel.

4.1 Common Channel Scheduling
Without a scheduling mechanism, it is difficult for mesh points with one radio interface to fully exploit the advantages of multi-channel enhancements. By introducing a simple scheduling scheme on a common channel, it becomes possible for mesh points with one radio interfaces to transmit data frames simultaneously on multiple channels in a coordinated fashion. Basically, the scheduling mechanism consists of defining a channel coordination window (CCW) that is repeated periodically with a period P. 

A common channel is selected, maintained or changed according to a certain management procedure. A number of implementations of these procedures are possible. These management procedures are not a focus of this contribution. A list of the management issues along with short description is provided in Section 5. 
 Beacon frames are utilized to carry the parameters required for scheduling. The parameters are channel coordination window, period P and an offset, (. Here, ( is the time (expressed in modulo P) elapsed after the start of current P. The beacon transmission is not coordinated in that each mesh point may transmit a beacon frame at any time. The frequency of beacons needs to be specified. 

To synchronize all mesh points, the period P, the channel coordination window, and the start time of current P should be shared among all mesh points in a WLAN mesh network. This can be archived as illustrated in Figure 3, where four beacon frames are shown. The offset, ( of each frame is indicated there. Mesh points relay the values of P and channel coordination window as heard in beacons of other mesh points. Each mesh point computes its own (. For a mesh point that has received the beacon, the start time of current P can be computed by subtracting ( from the current time, and then it can be synchronized with other mesh points in the WLAN mesh network.
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Figure 3 – Simple common channel scheduling synchronization
After a mesh point is powered on: 
1. It scans for beacon frames for at least TBD ms

2. When no beacon frames are found, a mesh point will determine the scheduling period P and a channel coordination window, and broadcasts a beacon frame with the parameters P, channel coordination window, and (, where ( may be set to zero.
3. When the first beacon frame in the duration of current P is received, the mesh point broadcasts its own beacon frame with P and channel coordination window of the received beacon frame and the updated offset, (. A mechanism may be employed to avoid beacon collision when mesh points relay the beacon frames. If more beacon frames are received after the first one in the same duration of the current P, those are ignored.

Each mesh point should detect and ignore duplicate beacon frames so that it avoids unnecessary beacon frame reproduction and waste of network bandwidth. Any multi-hop broadcasting technique can be used for distributing the scheduling information. A specific algorithm to select optimal channel coordination window and P may vary with different topology and application requirements.

The following three subsections describe how this scheduling mechanism can be applied to address three different multi-channel operation scenarios.
4.2 General Decentralized Traffic
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Figure 4 ( Snapshot of channel utilization in on-demand channel switching at the beginning, during, and after CCW
If decentralized network traffic patterns are provided, a single radio multi-channel MAC is effective in improving the aggregate network throughput in that the MAC fully utilizes all available channels to achieve simultaneous transmissions of mesh points. The problem here is clear, which is how for a mesh point to select a channel such that it should coexist well with legacy STAs and APs, and the selection mechanism should be simple and efficient. This subsection describes an approach of channel selection. As nothing is reserved for specific mesh points and mesh points should compete with others to gain the access to a channel, we call this approach as on-demand channel switching.

When N channels are available for multiple data transmission, a mesh point selects one channel to which it switches for the data transmission. To facilitate the channel selection a mesh point may use a channel utilization vector (U) of N channels, where U = [u1, u2, .., uN], where ui ({0,1}, ui = 0 means that channel ui is free, and ui = 1 means channel ui is already occupied
Figure 4 shows the on-demand channel switching mechanism. In the simplest case, at the beginning of the channel coordination window, U is set to all zeros. As shown in Figure 5, during the channel coordination window mesh points select channels for simultaneous data transmission based on its channel utilization vector (U) by exchanging modified RTS and CTS frames. The modifications primarily concern changes to accommodate channel selection features. Then mesh points shall switch to the selected channel within a specified maximum time.
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Figure 5 – On-demand data channel selection mechanism using CCW and P scheduling
To achieve backward compatibility and address co-existence problems with legacy APs and STAs, mesh points shall listen to the selected channel for DIFS.  Mesh points return to the common channel if medium is detected as busy. After a mesh point switches to a different channel due to lack of information about what is happening on a common channel, it can no longer assume that channels marked as ui = 0 are free. Therefore, after a mesh point finish data transmission on channel ui and tune back to a common channel, it should not switch to the other channel even if its channel utilization vector (U) indicates that there are free channels.

To prevent legacy STA’s transmission during the channel coordination window a mesh AP may transmit a CTS-to-SELF frame to the STAs with the duration field that covers the channel coordination window. Another way is to prioritize WDS traffic over BSS traffic.

Legacy STAs may allocate their NAV values according to the duration field of the modified RTS and CTS frames. To prevent unnecessary retransmissions of legacy STAs, mesh APs that want to switch the channel, set the duration field of RTS and CTS frames such that it counts (2 ( switching delay + DATA frame duration + ACK frame duration + DIFS + SIFS) for typical cases. Mesh points that receive these frames just neglect the added duration to consider the common channel only. Similarly, mesh points set the duration field of RTS and CTS frames such that it only counts the period they stay on the common channel.

After the channel coordination window the following three cases may occur.

i) 
If data channels are left available, a mesh point that does not obtain a channel during the channel coordination window may select a channel based on its channel utilization vector (U).
ii) 
After mesh points finish data transmissions they may continue a new transmission on the channel if there are more packets to send and the transmission finishes within P. Otherwise, they return to a common channel and wait for any frame no longer than maximum frame duration before transmitting a frame. 
iii) 
A mesh point or a legacy STA may transmit a frame on a common channel if the transmission finishes within P.
Other advanced channel selection schemes, e.g., maintaining a set of channel allocation vectors (CAVs) to record the channel occupation duration may also be accommodated to enhance the network performance further. The specific scheme to determine the channel coordination window and P may vary with traffic pattern or network topology.
4.3 Intensive BSS Traffic
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Figure 6 ( Snapshot of channel utilization in multiple BSS channels during and after CCW
The same scheduling mechanism can also be used to support different traffic patterns in which large amount of BSS traffic is generated. This is depicted in Figure 6. A simple WLAN mesh network may include one or more mesh APs. Mesh APs should make all the STAs associated with them tune to the common channel to establish wireless connection. If intensive BSS traffic patterns between a mesh AP and a STA are concerned, STAs of selected BSSs may tune to another channel to differentiate their traffic and hence achieve the aggregated throughput enhancement.
When there are one or more available channels, all mesh points are connected on the common channel during channel coordination window as shown in Figure 6. If a mesh AP uses a different channel for the BSS traffic, it manages its STAs to allocate NAVs at the beginning of channel coordination window. By doing this, the STAs are prohibited from retransmitting unnecessary frames. On the other hand, if a mesh AP uses the same channel for the BSS traffic, its STAs can communicate with the mesh AP regardless of channel coordination window. 
As channel coordination window ends selected mesh APs switch to their own channels and NAVs of the STAs expire. The other mesh points and mesh APs keep tune to the common channel. Therefore, before the next turn of channel coordination window starts, multiple BSS traffic and WDS traffic take place simultaneously in the WLAN mesh network.
The channel switching occurs only in mesh APs. BSS channel selection procedure of an individual mesh AP complies with 802.11. Therefore the multiple BSS channel approach does not need new control or management frames. The choice of a large P may minimize the scheduling and the channel switching overhead. The specific scheme to manage scheduling parameters may vary with traffic pattern or network topology.
4.4 Intensive WDS Traffic
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Figure 7 ( Snapshot of channel utilization in multiple WDS channels during and after CCW
Traffic scenario where large amount of traffic is generated among multiple groups of mesh points is considered in this section. In a simple WLAN mesh network a group of mesh points may generate heavy local traffic in a group as compared with inbound or outbound traffic of the group. More than one group of mesh points may have this particular traffic pattern and each group forms a logical cluster that can vary dynamically in the WLAN mesh network.

During channel coordination window, if a mesh point can determine to/from which mesh points it needs to transmit/receive a number of frames, this mesh point asks the neighbors by sending a frame carrying the information required to form an ad-hoc logical cluster which begins after the end of the current channel coordination window and ends at the beginning of the next channel coordination window as shown in Figure 7. Mesh points which conform to this request may reply to the sender to make sure the formation of an ad-hoc cluster. Channel selection here is much simpler than that of the on-demand channel switching in Section 4.2, since the other mesh points does not leave the common channel during channel coordination window and have information about what happens to their neighbors. Mesh points not joining any ad-hoc cluster stay on the common channel regardless of channel coordination window.
The channel switching does not take place per packet basis as in Section 4.2, but takes place once in a period P (Here we count switching to and back as one). A mesh AP joining an ad-hoc cluster switches to a different channel at the end of channel coordination window. Before the channel switching, it needs to make its STAs not claim any unnecessary retransmission by sending a CTS-to-SELF frame. If the channel coordination window and P are long enough to accommodate multiple frames, the channel switching can be accomplished without a strict timing constraint. This implies that the frames carrying ad-hoc cluster information need not be control frames any more, and management frames should be enough. 
After ad-hoc clusters are formed, their communication takes place simultaneously without interfering each other if the channels are selected orthogonally. The specific scheme to manage scheduling parameters may vary with traffic pattern or network topology.
5 Management Support (Informative)
There are several management issues needed to be addressed. 

1. A common channel should be setup, managed, and merged accordingly in a WLAN mesh network.

2. A channel coordination window and P should be setup, managed, and merged accordingly in a WLAN mesh network.

3. The beaconing should support to carry the required information (channel coordination window, P, and () to establish the simple scheduling on the common channel in a WLAN mesh network.

4. Available channel information, the radar avoidance, and the DFS requirements should be informed to MAC

5. A few of management frames need to be created, and the relevant services regarding those management frames should be provided.

For multiple WDS channels scheme, there should be two types of additional management frames: a request to join an ad-hoc cluster and a response to this. The request frame is broadcast by a first mesh point after it determines its data channel to initiate a new ad-hoc cluster. The request frame should contain the information on the data channel, whether it has some frames to send, and if it has, the destination MP addresses. Then the next mesh point that decides to join this cluster broadcasts its reply if it has some frames to communicate with the first MP. This procedure continues until no mesh points have frames to send to a destination mesh point belonging to this cluster. This completes the first cluster formation.

MPs that do not join any cluster may initiate another cluster formation by transmitting the request frame and other mesh points that wish to join this cluster may reply to this request.

6 Frame Format

6.1 Multi-channel Request to Send (McRTS) frame format

The frame format for the McRTS frame is as defined in Figure 8.
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Figure 8– McRTS frame

The Channel Select field contains the channel information used for subsequent DATA transmission.

6.2 Multi-channel Clear to Send (McCTS) frame format

The frame format for the McCTS frame is as defined in Figure 9.
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Figure 9 – McCTS frame

The Channel Select field contains the data channel information used for subsequent DATA transmission. 
7 Summary

This proposal describes a single radio multi-channel MAC enhancement scheme that is effective in increasing the aggregate throughput of WLAN mesh networks. The single radio multi-channel scheme is developed based on a simple scheduling on the common channel, where channel coordination window is provided. Three approaches to exploit channel coordination window are presented to address different traffic patterns.
Abstract


This contribution constitutes a partial proposal dealing with mesh MAC enhancements. In particular, the enhancements considered here facilitate multi-channel operations for single radio devices. These enhancements can be readily combined with other enhancements that apply to single channel.
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