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Abstract

This document is produced by the Mesh Media Access Coordination ad hoc group. The document identifies a list of issues that this group believes 802.11s should address by the Mesh Media Access Coordination component in the Mesh Point functional architecture. The intention of this list is to provide insight into the technical challenges and issues faced by 11s, and hence provide suggestions and hints on what the technical proposals to 11s may want to address. However, it is not at all the intention of this document to formerly define any requirements for 11s proposals.
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1 Document Version History

· R00: First draft by Lily Yang on Aug 23, 2004. 

· R01: Added a new section on "Mesh Discovery and Mesh Link Establishment Issues", by Lily Yang

· R02: Added 4.8 for scalability need, by Lily Yang.
· R03: Revised 4.1 “Hidden Terminal Problem” and added 4.4 “Need for Mesh Load Balancing” & 4.11 “Need for scheduling inter-Mesh-Point channel access” by Juan Carlos Zuniga.
· R04: Switched 4.10 and 4.11 with some editorial changes by Lily Yang.
· R05: Minor editing by Lily Yang.
· R06: Clean up in preparation for potential consideration as reference document for TGs call for proposals.  Deleted subsection 4.4 “need for mesh load balancing” based on the argument that load balancing is more relevant to mesh routing than mesh media coordination function, and Section 4.1 and 4.2 are also revised significantly.
· R07: Minor revision in 4.8 and 4.10.
· R08: Incorporated comments from Jan Kruys to add a new subsection 4.1 on “Manage interference to improve spatial reuse”, and edited 4.3 and 4.6. Titles of the subsections are shortened and two more references [5] & [6] are added.
· R09: Incorporated new subsection 4.12 “ 
2 Mesh Media Access Coordination Functional Component 
This document identifies a list of issues that should be addressed by the Mesh Media Access Coordination functional component in 11s. In the reference architecture of 11s, Mesh Media Access Coordination component sits directly above PHY and below Mesh Routing component. Mesh Media Access Coordination component is responsible for effective contention resolution and packet Tx/Rx scheduling across the multi-hop WLAN Mesh. Roughly speaking, it is the mesh equivalent of DCF in 11, and EDCA/HCCA in 11e, with necessary enhancements for it to work efficiently across a multi-hop mesh network. 

3 Mesh Discovery and Mesh Link Establishment Issues

Operationally, there are two distinct phases that a new Mesh Point would have to go through.  The first phase is the Mesh Discovery and Mesh Link Establishment Phase.  This is the equivalent of "association" and "authentication" phase in 802.11 for a Mesh Point, when the new Mesh Point discovers the existing WLAN Mesh in its environment, and establishes its credentials with the network so that secure mesh links can be established between it and other Mesh Points in the existing network. The issues involved in this first phase are listed below:

3.1 Mesh discovery by a new Mesh Point
The very first thing a new Mesh Point would do when it is powered on, is probably to scan the environment and discover any existing WLAN Mesh so that it can decide whether it would like to join any particular network. To aid the discovery process for new Mesh Points, the existing WLAN Mesh should have a way to periodically advertise its existence, for example, by mesh Beacon Messages. Whether such mesh beacon messages should be sent out by only a subset of the Mesh Points (e.g., elected leaders among Mesh Points), or by all Mesh Points, needs to be investigated. Issues to study also include the scheduling mechanism of such periodic beaconing and appropriate time interval. 

3.2 Link establishment between Mesh Points

Before any data forwarding service between Mesh Points can be provided, a trusted mesh link must be established between them. This may very well be the authentication and association service and adding some information element(s) to indicate the special nature of the link. However, alternatives could include action frames. Or the interaction could also be based similar to IBSS.

4 Mesh Media Access Coordination Issues

After the secure mesh links are already established, the Mesh Point now can operate as part of the WLAN Mesh, and it enters the normal operational phase. During this normal operational phase, the Mesh Point needs to coordinate with other Mesh Points to resolve contention and share the wireless medium in such a way that packets for itself and others can be efficiently forwarded across the multi-hop WLAN Mesh. These are accomplished by the Mesh Media Access Coordination function, which roughly is the mesh equivalent of DCF in 11, and EDCA/HCCA in 11e, with necessary enhancements for it to work efficiently across a multi-hop mesh network. The following issues need to be addressed in the Mesh Media Access Coordination function.

4.1 Manage interference to improve spatial reuse

A mesh network built relying on one radio and operating in a single channel faces the chanllenge caused by co-channel interference: that is when a mesh point A is transmitting a packet to another mesh point B, all other mesh points that are within the interference range of B have to keep silent so that they do not interfere with the current transmission from A to B. In other words only nodes that are outside of the interference range of B are allowed to reuse the same channel while A is transmitting to B. If there are K mesh points within the interference range of B, the effective per link throughput within the mesh network is reduced by a factor of K. Therefore, one of the main challenges in such mesh networks is how to reduce the interference range so that spatial reuse is increased, which would lead to overall network performance improvement. 
An analytical framework is presented in [5] that can be used to examine the factors that determine spatial reuse in a dense mesh network.  For example, propagation environments with higher path loss exponents (e.g. indoor) allow better spatial reuse. Another key factor is the SNIR (Signal to Noise and Interference Ratio) threshold for successful signal reception and decoding at the receiver (mesh point B in our example). This means that a higher data rate for the mesh link (which requires a higher SNIR threshold) might actually lead to a larger interference range and less spatial reuse, and hence less optimal performance for the whole mesh network. This is even more so when we consider the fact that a higher data rate also means disproportially large MAC overhead due to PLCP preamble and header, as pointed out by [6]. Therefore, the challenge here is to find the right balance between the need to maximize local link capacity, and the need to maximize spatial reuse in the network.
4.2 Hidden terminal problem

Relative to an existing transmission between a sender A and a receiver B, a hidden node C is one that is within the interfering range of the receiver B but out of the sensing range of the sender A. The nature of the hidden terminal is such that the sender A can not detect C's existence, but transmission from C can cause collisions at the receiver B (even if B is not the intended receiver by C) and hence disrupt the existing communication between A and B, and ultimately degrade the network throughput. 

Hidden node problem is a hard problem because it is difficult to detect hidden nodes in a wireless network, esp., in a multi-hop mesh network. First of all, carrier sensing is typically done at the transmitter, but by definition the transmitter alone can’t detect the existence of the hidden nodes. Secondly, the interference range of the receiver is a logical concept but it is not a fixed range because it varies based on a number of variables including the distance between A and B, transmission power at A, etc. All these variables can change from packet to packet. It is especially worthwhile to point out that interference range is not the same as transmission range. Transmission range of node X is the range within which all nodes can hear the transmission from node X and is able to decode the packet. 

Hidden node problem exists in the traditional BSS networks centered around Access Points, and 802.11 virtual carrier sensing with RTS/CTS handshake is designed to mitigate the hidden node problem. RTS/CTS works reasonably well for such one-hop networks by informing the nodes in the 2-hop transmission range neighborhood (around sender and receiver), and hence reducing the chance of hidden nodes. However, the use of RTS/CTS does not completely solve the hidden node problem when multiple BSS networks co-exist in the same physical environment. Because interference range may be larger than the transmission range, and hence a hidden node C may still exist in a different BSS than the one A and B belong to.  Typically, non-overlapping channels are assigned for neighboring BSS cells to mitigate such problems.

However, in a typical one-radio based multi-hop mesh network, all the mesh nodes have to be on the same channel to stay connected, hidden node problem can be much more severe and common.
Many researchers have documented the impact of hidden terminals in multi-hop mesh networks (or ad hoc networks). Simulation data shows that such hidden terminals can deteriorate the network throughput significantly, due to increasing collision -- because the NAV at hidden terminals are not set correctly. For example, [1] presented some severe performance degradation due to hidden and exposed nodes in a chain topology of multiple nodes with equal distance, when transmitting saturated TCP traffic. In addition to throughput degradation, another problem caused by severe collisions due to hidden node is the unfairness in throughput share of two concurrent back-logged flows (for example, flow 1 from node A to B, and flow2 from node C to D, where both node C and D are hidden terminals in respect to node A). When flow 2 possesses the channel, the other flow has to backoff repeatedly, and the backoff further increases the chance of flow 1 being starved. 

IEEE 802.11 TGs contributions [2] and [3] also presented this problem in the context of mesh network. 

4.3 Exposed terminal problem

Exposed nodes are complementary to hidden nodes. An exposed node D is one that is within the sensing range of the sender A but out of the interfering range of the receiver B. The exposed node problem is a hard problem because of similar reasons as the hidden node problem, but the consequence is different. Theoretically, it is possible for the exposed node to initiate a transmission to some other node in concurrent with the existing transmission from A to B. However, in practice, it is hard to achieve the simultaneous transmissions. One of the fundamental reasons is due to the need for a practical MAC to implement ACK at the MAC layer to ensure some reliability. While transmission from D does not interfere with transmission from A to B (by definition), it is possible that such transmission from D may interfere with the ACK from B to A, which is not desirable. Therefore, for simplicity, current 802.11 MAC prohibits exposed node D from transmitting (even to nodes that are not within the same BSS as A and B) while A is transmitting to B. Obviously, exposed nodes cause wireless media being underutilized. 

Similar to hidden nodes, the chance of having exposed nodes in a multi-hop mesh network is significantly increased. Multiple research have documented that exposed terminals can deteriorate the network throughput significantly -- due to unnecessarily deferred channel access at the exposed nodes, because the NAV at exposed terminals are overly conservative.  For example, [1] presented a problem identified between TCP max window size and the re-try counter when exposed node is present. When TCP window size is large, the network exhibits severe instability in terms of throughput, due to some intermediate node's inability to send traffic to neighbouring nodes because of exposed node problem. 

IEEE 802.11 TGs contributions [2] and [3] also presented this problem in the context of mesh networks.

Current 802.11 MAC does not address the exposed node problem at all. RTS/CTS also introduces some inefficiency of its own, e.g., the channel is not released properly even when RTS/CTS fails.

Note any solution to either hidden node problem or exposed node problem should also be carefully evaluated against the other problem, as these two are closely related and should be taken into account simultaneously. Both the hidden node and exposed node problems stem from the same inherent problem of CSMA/CA approach taken by 802.11 MAC: sharing spectrum in the real world with imperfect information about the interference conditions at the intended receivers. One approach to address the problem is to improve the information sharing between the nodes so that better coordination or even perfect synchronization can be achieved. A perfect solution typically requires centralized and global knowledge, while distributed solutions try to approximate that perfect solution with limited information exchange. 
4.4 Lack of flow control 
802.11 DCF and .11e EDCA provide no end to end consideration beyond single hop at all. One consequence of that is the nodes in a mesh network get fair share of the channel access on a node-by-node basis, but not on a flow-by-flow basis. Each node just tries to grab the channel and send out as much as MAC allows without any regard to what is happening in upstream and downstream. This results in situations when a sender sends out more than its receiver can handle, when the network load exceeds the capacity. Because the wireless media is a precious shared resource across multiple hop, the wasted bandwidth at upstream sender results in suboptimal end to end flow throughput in the network. 

One specific example of this was presented in [2] with simulation data for a simple chain topology of several nodes, with two flows going on opposite directions at the same time. As the flow traffic load increases, the network reaches its capacity and the end to end throughput for both flows rapidly drops due to lack of flow control. 

One can argue that flow control is typically done in higher layers than MAC, for example, TCP includes a flow control mechanism. However, such argument runs into two problems. First of all, most multimedia applications (video and voice) use UDP transport which does not have flow control. Flow control for UDP may not be as critical in wired network as in wireless network, because each individual hop in the wired network is isolated from other hops, but the neighbouring hops in the wireless mesh network are sharing the same medium and so how to schedule across these neighbouring links to maximize the network throughput becomes much more important for wireless network. Secondly, research (e.g., [4]) also shows that TCP flow control does not work well across multihop wireless network and so simply relying on TCP is not a viable solution either.
Both fairness and efficiency need to be taken into consideration when we design flow control for the mesh.

4.5 Efficient scheduling across multi-hop forwarding path
DCF and EDCA work reasonably well in one cell BSS network, where contention resolution is among one-hop neighbours of AP. When applied in mesh directly, each node along the multi-hop forwarding path resolve the contention individually and locally, without taking advantage of the added knowledge of end to end forwarding path information. This usually results in less efficient scheduling across multi-hop forwarding path in the mesh. Given that the flow path information can be known to the nodes, it may be possible to achieve tighter and better scheduling in the mesh.

4.6 Distributed admission control

Admission control is most useful and necessary for multi-media applications (like throughput-demanding video, or delay-sensitive voice) that have very little tolerance for low bandwidth or high delay. Allowing such flows to start regardless network conditions would only worsen not only the performance of these multi-media applications but also all the other existing applications. 
11e provides mechanisms for admission control between AP and STA, where STA makes a flow request and AP decides whether or not it has the resource to admit that flow. A similar mechanism is needed for admission control along the multi-hop path to determine if the flow can be accommodated by the Mesh Points along the path. The main challenge is that the admission control for 11s must be distributed in nature because there is no single central entity responsible for making the admission control decisions. We need to also keep in mind that perfect admission control is neither practical nor sensible in an unlicensed band and hence a reasonable solution would have to work with the inherently imcomplete knowledge about the state of the network and the assumption that other wireless devices outside of the mesh network may also operate in the same physical environment.
To determine whether a new flow should be admitted is only part of the QoS problem, and a bigger challenge is how to manage the existing flows in the face of changing network condition, which will be described in 4.7.
4.7 Distributed QoS traffic management

EDCA provides QoS parameters (CW, TXOP, AIFSN) that can be used and differentiated for traffic prioritization. In BSS network, such parameters are set by AP, the natural coordinator within BSS. There is no centralized coordinator in the mesh, and so how to achieve QoS traffic management in a distributed fashion is a challenge in mesh.

4.8 The potential problem of mixing BSS traffic and forwarding traffic

When a Mesh Point is co-located with an AP, the device has to provide access to two kinds of traffic: BSS traffic from/to the Stations associated with the AP, and the forwarding traffic for other Mesh Points in the network. It may be necessary to differentiate these two kinds of traffic to allow more effective traffic engineering and Quality of Service management.

A Similar problem exists when the Mesh Point itself is an application end point (STA) -- the device in this case also has to handle two kinds of traffic: its own application traffic sourced at this STA, and the forwarding traffic on behalf of other Mesh Points.

4.9 Scalability to work across different usage scenarios

While there is a certain size target that 11s will be designed for, it is desirable that the Mesh Media Access Coordination function be adaptive and scalable so that it can work across different usage scenarios interesting to 11s, ranging from small home and office networks, to medium and large enterprise, to large outdoor community networks. This requires the Mesh Media Access Coordination function to be adaptive and sensitive to the size of the network and the dynamics of the RF condition such that it can work efficiently across different usage scenarios. 

4.10 Channelization potential for single radio
APs co-located with Mesh Points (i.e. Mesh APs) will have to deal with two types of traffic:  STA-AP traffic and Inter-Mesh Points (Inter-MP) traffic.  In multi-hop systems, the amount of inter-MP traffic could be of the same order of magnitude or even surpass the STA-AP traffic.  For this reason, a mesh network is very likely to need to use more than a single channel throughout the system to support the inter-MP load.

This would create a situation where two pairs of Mesh Points (for example, Mesh Points 1-2 and Mesh Points 3-4) would use different channels when relaying inter-MP traffic to each other.  In a system where the MPs do not have access to more than a single radio for inter-MP traffic and where MP 1 or 2 need to relay inter-MP traffic to MPs 3 or 4, there is a need for means of scheduling the access to the channels used for inter-MP traffic.  Please note that this issue would also be present in the scenario of dual radio Mesh-APs that use one radio for the STA-AP traffic and another one for inter-MP traffic (as described below in 4.11).
4.11 Multi-radio support 

Multiple radios may be used by Mesh Points to improve network performance. Multiple radios may be used in different ways. It is possible to use dual radio configuration for Mesh AP so that one radio is used for BSS station traffic while the other is used for inter-MP forwarding traffic. It is also conceivable to use multiple radios even just for inter-MP forwarding traffic, for example, to allow different channels being used between different MP pairs (channelization) as discussed in 4.10. A combination of the above two is also feasible to utilize multiple radios for Mesh Points.

As described in 4.10, by allowing mesh nodes to schedule and use different channels when talking to their respective neighbours, the network performance (throughput in particular) can be improved dramatically. Therefore, this represents a very appealing and unique opportunity that mesh has over BSS network. However, use of multiple radios and channelization may impose substantial change in the MAC and among mesh points operating in the same channel the same problems as in a single-channel system still apply. 

4.12 Efficient multicasting and broadcasting across mesh 

The existing 802.11 MAC provides for a basic rate for all control traffic and includes in it multicast and broadcast packets as well. Most commercial implementations set the minimum rate as the single basic rate, with no flexibility. This puts severe restrictions on the maximum throughput achievable by multicast and broadcast traffic, particularly on an end-to-end path in a mesh involving multiple hops. It is desirable that as part of the 802.11s specifications, this aspect be addressed proactively. This can be done in two steps:

(i) Highlighting the importance of allowing flexibility for each node to be able to automoatically select packet by packet the most appropriate rate supportable on a link(s) to its adjacent node(s) (without requiring human intervention and without using fixed pre-setting), and 

(ii) Defining channel monitoring information needed and methods to communicate it with neighboring nodes to enable each node to make a decision on the appropriate rate to be used (this channel information may be common for unicast traffic rates as well, but the actual decisions on which rate to be selected using such information may be different from unicast to multicast/broadcast) 
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