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Abstract

This document is produced by the Mesh Media Access Coordination ad hoc group. The document identifies a list of issues that 802.11 11s should address in the Mesh Media Access Coordination component.
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1 Document Version History

11-04-0968-xx-000s-issues-for-mesh-media-access-coordination-component-in-11s.doc 
· R00: First draft by Lily Yang on Aug 23, 2004. 

2 11s Reference Architecture
This document identifies a list of issues that should be addressed by the Mesh Media Access Coordination component in 11s.
Figure 1 shows the reference architecture of 11s, in which Mesh Media Access Coordination component sits directly above PHY and below Mesh Routing component. Mesh Media Access Coordination component is responsible for effective contention resolution and packet Tx/Rx scheduling across the multi-hop WLAN mesh. It is the mesh equivalent of DCF in 11, and EDCA/HCCA in 11e, with necessary enhancements for mesh. 
3 Mesh Media Access Coordination Issues

3.1 Hidden Terminal Problem
Given an existing transmission between a sender A and a receiver B, a hidden node C is one that is within the interfering range of the receiver B but out of the sensing range of the sender A. The nature of the hidden terminal is such that the sender A can not detect C's existence, but transmission from C can cause collisions at the receiver B and hence disrupt the communication between A and B. 

Hidden node problems exists in the traditional BSS networks centered around Access Points, and 802.11 virtual carrier sensing with RTS/CTS handshake is designed to mitigate the hidden node problem. RTS/CTS works reasonably well for such one-hop networks by informing the nodes in the 2-hop neighborhood (around sender and receiver), and hence reducing the chance of hidden nodes. However, in a mesh network, hidden nodes can be more than two hops away from the sender and RTS/CTS can not handle the hidden node problem effectively across multi-hop (>2) networks. 

The chance of having hidden nodes in a multi-hop mesh network is significantly increased. Multiple research have documented the impact of hidden terminals in multi-hop mesh networks (or ad hoc networks). Simulation data shows that such hidden terminals can deteriorate the network throughput significantly, due to increasing conllision -- because the NAV at hidden terminals are not set correctly. For example, [Xu01] presented some severe consequences of hidden and exposed nodes in a chain topology of multiple nodes with equal distance, when transmitting saturated TCP traffic. The first problem was related to exposed nodes, while the second problem they identified is unfair throughput between two TCP flows, consequence of severe collisions due to hidden node. 

IEEE 802.11 TGs contributions [760r1] and [732r1] also presented this problem in the context of mesh network. 

3.2 Exposed Terminal Problem
Exposed nodes are complementary to hidden nodes. An exposed node D is one that is within the sensing range of the sender A but out of the interfering range of the receiver B. For simplicity, current 802.11 MAC prohibits exposed node D from transmitting (even to nodes that are not within the same BSS as A and B) while A is tranmitting to B. Exposed nodes cause wireless media being underutilized. 

The chance of having exposed nodes in a multi-hop mesh network is significantly increased. Multiple research have documented that exposed terminals can deteriorate the network throughput significantly -- due to unnecdessarily deferred channel access at the exposed nodes, because the NAV at exposed terminals are overly conservative.  For example, [Xu01] presented a problem they identified between TCP max window size and the re-try counter when exposed node is present. When TCP window size is large, the network exhibit severe instability in terms of throughput, due to some intermediate node's inability to send traffic to neighboring nodes because of exposed node problem. 

IEEE 802.11 TGs contributions [760r1] and [732r1] also presented this problem in the context of mesh network.

Hidden and exposed node problem is one of the major challenges in 11s MAC: existence of hidden and exposed node prevents effective scheduling of multi-hop traffic flows in the network.

Current 802.11 MAC does not address the exposed node problem at all. RTS/CTS also introduces some inefficiency of its own, e.g., the channel is not released properly even when RTS/CTS fails.

Note any fix to hidden node problem or exposed node problem only should also be carefully evaluated against the other problem, as these two are close related and should both be taken into account.
3.3 Lack of flow control along a multi-hop mesh path from source to destination
802.11 DCF and .11e EDCA provide no end to end consideration beyond single hop at all. One consequence of that is the nodes in a mesh network get fair share of the channel access on a node-by-node basis, but not on a flow-by-flow basis. Each node just tries to grab the channel and send out as much as the MAC allows without any regard to what is happening in upstream and downstream. This results in situation when a sender sends out more than its receiver can receive, when the network load exceeds the capacity. Because the wireless media is a precious shared resource across multiple hop, the wasted bandwidth at upstream sender results in suboptimal end to end flow throughput in the network. 

One specific example of this was presented by contribution 760r1 with simulation data for a simple chain topology of several nodes, with two flows going on opposite directions at the same time. As the flow injection rage increases, the network reaches its capacity and the end to end throughput for both flows quickly drops off a stiff cliff due to lack of flow control. 

One can argue that flow control is typically done in higher layer than MAC, for example, TCP includes flow control mechanism. However, most multimedia applications (video and voice) use UDP transport which does not have flow control. Flow control for UDP may not be as critical in wired network as in wireless network, because each individual hop in the wired network is isolated from other hops, but the neighboring hops in the wireless mesh network are sharing the same medium and so how to schedule across these neighboring links to maximize the network throughput becomes much more important for wireless network. 

Both fairness and efficiency need to be taken into consideration when we design flow control for the mesh.
3.4 Inefficient scheduling across multi-hop forwarding path
DCF and EDCA works reasonably well in one cell BSS network, where contention resolution is among one-hop neighbors of AP. When applied in mesh directly, each node along the multi-hop forwarding path resolve the contention individually and locally, without taking advange of the added knowledge of end to end forwarding path information. This usually results in less efficient scheduling across multi-hop forwarding path in the mesh. Given that the flow path information can be known to the nodes, it may be possible to achieve tighter and better scheduling in the mesh.
3.5 Need to extend 11e admission control to multi-hop for media flows (Video or Voice)
11e provides mechanism for admission control between AP and STA, which can work with EDCA. Similar mechanism is needed for admission control along the multi-hop path to determine if the flow can be accomodated by the mesh points along the path.

Admission control is most useful and necessary for multi-media applications (like throughput-demanding video, or delay-sensitive voice) that have very little tolerance for bandwidth or delay. Allowing such flows to start regardless network conditions would only worsen not only the performance of these multi-media applications but also for all the other existing applications. Admitting new flows is only part of the problem, and a bigger challenge is how to manage the existing flows in the face of changing network condition. 
3.6 Need distributed QoS traffic management
EDCA provides QoS parameters (CW, TXOP, AIFSN) that can be used and differentiated for traffic prioritization. In BSS network, such parameters are set by AP, the natural coordinator within BSS. There is no centralized coordinator in the mesh, and so how to achieve QoS traffic management in a distributed fashion is a challenge in mesh.

3.7 Need to effectively handle the mixture of BSS traffic and forwarding traffic, in the case of Mesh AP or Mesh STA

When the Mesh Point co-located with AP, the device has to provide access to two kinds of traffic: BSS traffic from/to the Stations associated with the AP, and the forwarding traffic for other mesh points in the network. It may be necessary to differentiate these two kinds of traffic to allow more effective traffic engineering and Quality of Service management.

Similar problem exists when the Mesh Point itself is an application end point (STA) -- the device in this case also has to handle two kinds of traffic: its own application traffic sourced at this STA, and the forwarding traffic on behalf of other mesh points.

3.8 The opportunity to allow channelization to improve mesh performance 
It is well known that by allowing mesh nodes to switch/use different channels when talking to their respective neighbors, the network performance (throughput in particular) can be improved dramatically. Therefore, this represents a very appealing and unique opportunity that mesh has over BSS network.However, this does require substantial change in the MAC and it also typically requires multi-radio capability for the mesh points. So we believe it is important for 11s to allow extention into such configuration while not mandating it in the standard.
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