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The field of integrated photonics has grown rapidly in the past few decades, with numerous applications in data communication, quantum technology and biomedical sensing. Among various emerging platforms for photonic integration, silicon nitride (SiN) has recently become an excellent candidate thanks to its low optical loss over a broad transparent window, together with the CMOS compatibility. However, most SiN photonic components demonstrated so far are passive devices for guiding photons. Further development of active components, including photon sources and nonlinear photonics components, is required for both classical and quantum applications.

One promising direction is to heterogeneously integrate novel optoelectronics materials onto the SiN platform. In this thesis, I present my work on the hybrid SiN photonics platform with two emerging materials: solution-processed colloidal quantum dots (QDs) and transition metal dichalcogenides (TMD) monolayer. I focus on the fundamental study of light-matter interaction
between these quantum-confined materials with the integrated SiN photonic cavities. For colloidal QDs, I demonstrate deterministic positioning of these emitters on SiN photonic crystal nanobeam cavity and observe the Purcell enhancement and saturable photoluminescence. For monolayer TMD, I demonstrate the strong coupling between the two-dimensional excitons with a SiN metasurface. Apart from the light-matter interaction, I also explore tunable SiN integrated cavities and demonstrate the large thermal tuning of a polymer embedded SiN nanobeam cavity, together with the active tuning of a heterogenous photonic molecule. The work presented paves the way for future development of cavity-enhanced light sources, ultra-low-power optical switch, and quantum photonic simulators on the SiN platform.
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Chapter 1 Introduction

1.1 Overview

Photonic integrated circuits (PIC), taking advantage of their compact size and scalable fabrication technology, have recently seen an outpouring of diverse applications, ranging from optical communication, quantum information science, and optical sensing [1–3]. Among the emerging platforms for integrated photonics, silicon nitride has recently attracted strong attention [4–6]. Silicon nitride (SiN), a CMOS compatible material, is optically transparent over a broad frequency window, spanning from the visible to the mid-infrared wavelength range. Recently, the booming AR/VR and optical sensing industry are also creating a large demand for compact optical devices working at the visible wavelength range, where SiN photonics provides a promising candidate. Large-scale phased arrays and on-chip spectrometers at visible wavelength range have already been demonstrated on the SiN platform [7,8]. Besides the broad transparent window, SiN has a moderate refractive index (n = 2), resulting in a higher fabrication tolerance and lower waveguide scattering loss compared to other high index PIC platforms (Silicon, or InP). SiN waveguides with ultra-low loss of 0.2dB/cm and ring resonators with quality factor up to millions have been demonstrated [4,6]. Last but not least, the absence of two-photon absorption and free-carrier absorption make SiN photonics an ideal platform to handle high laser power [7].

In spite of the above-mentioned advantages of SiN photonics, most SiN PICs demonstrated so far are passive devices. Further integration with active components (lasers/ modulators/ detectors) is required to extend the functionality of the platform. However, the development of active SiN devices remains challenging. For example, the light source on SiN platform is a critical component for both classical and quantum applications, because SiN is an inefficient light-emitting material.
Another critical active component is the low-power phase modulator, which is required for reconfigurable switching networks [9] and on-chip dynamic phased-array [10]. Unfortunately, efficient tuning of SiN devices remains difficult: as a centrosymmetric material with a large bandgap, SiN has a low thermo-optic coefficient ($\Delta n \sim 10^{-5}/^\circ C$) and lacks both free-carrier dispersion and second-order nonlinearity.

To address the above issues, hybrid integration of new materials with active properties is desirable for SiN photonics. Efforts have been devoted to the development of hybrid silicon nitride lasers and modulators via wafer-bonding or transfer printing techniques. For example, Park et. al demonstrated heterogeneous integration of III-V lasers on SiN platform [11]. Churaev et al. wafer bonded Lithium niobate with SiN for high-speed modulation [12]. Such an approach is indeed promising and has sparked industrial start-ups such as Nexus Photonics. The drawbacks of the wafer-bonding process are, however, its high cost and stringent fabrication requirement for both the SiN and the heterogeneous material.

Alternatively, some recent emerging materials, for example, solution-processed materials [13] and two-dimensional materials [14] show promising optoelectronic properties. Compared to traditional III-V semiconductors, they are much easier to integrate with the SiN platform. Solution-processed materials, including colloidal quantum dots (QDs) and nanoplatelets (NPLs), are efficient light emitters supporting a broad and tailorable spectral range. They are widely applied in today’s display industry. In the meantime, ongoing research continues to improve the chemical synthesis of colloidal materials with ultra-high purity as well as complex heterostructures with engineered quantum confinement of electrons and holes. Moreover, solution processed materials can be easily integrated with any substrate via spin-coating, making them an excellent candidate for integrating with on-chip photonic devices. Two-dimensional (2D) materials also recently emerged as
promising optoelectronic materials. These materials possess different band gaps leading to the ability to emit/modulate/detect photons over a wide range of wavelengths. Among various novel 2D materials, transition metal dichalcogenides (TMD) are particularly promising. Studies found that when exfoliated down to a single layer thickness, the TMD band-structure transits from indirect to direct bandgap [15]. As a result, the monolayer becomes a light-emitting material. Various light sources based on monolayer TMD have been demonstrated, including LED [16], laser [15] and single-photon source [18]. TMDs can also host excitons with large binding energies at room temperature [34].

Previous studies have shown the promise of integrating both the solution-processed material and TMD monolayer with SiN photonics [17,19]. Since these material systems are still at the early-stage of integrated with SiN photonics, one fundamental research direction is to understand the light-matter interaction between the material and integrated photonics platform. One of the key achievements during the past decade in integrated photonics has been the success of the improved design and fabrication of optical resonators [20]. Photons could be stored inside these resonators for a long lifetime and with strong spatial confinement, leading to enhanced light-matter coupling. Ultra-low threshold laser [21], high-efficient modulator [22], and single-photon nonlinear switches [23] have been demonstrated by enhancing the light-matter interaction inside integrated cavities. In this thesis, we focus on coupling the solution-processed material and monolayer TMD to integrated SiN photonic cavities. The main idea is to understand the light-matter coupling of these novel materials and explore both the weak and strong coupling regimes [20]. We study two distinct types of nano-resonators: (i) low-mode volume resonators with three-dimensional confinement of light, and (ii) resonators supporting delocalized resonant modes with light tightly confined in only one dimension. An example of the first type, also called zero-dimensional (0D)
cavities are photonic crystal defect mode cavities, such as linear three-hole (L3) defect cavities [23] or nanobeam resonators [24]. The second type, also known as two-dimensional (2D) cavities include distributed Bragg reflector (DBR) cavities [25], or guided mode resonators/ nonlocal metasurfaces [26,27]. 0D cavities can provide ultra-small sub-wavelength mode volume and thus can provide large Purcell enhancement in the weak coupling regime. However, tuning these cavities are difficult, and one needs to resort to gas tuning [28,29], or thermal tuning [30,31]. Both of these mechanisms provide a very limited tuning range. The resonance wavelength of 2D cavities can be easily tuned by collecting light at different angles, due to the dispersive nature of these cavities. Hence, this type of 2D cavity is often preferred to study strong coupling. We believe our fundamental study paves the way for the future development of functional devices, such as nanolaser, quantum light source, and low-power optical switches on the hybrid SiN platform. A brief introduction of the materials and the photonic cavity structures could be found in the following sections.

1.2 Colloidal Quantum Dots

Colloidal quantum dots are semiconductor nanocrystals with diameters of <10nm, the quantum confinement results in discrete energy states (Figure 1.1). Owing to their robust synthesis and straightforward deposition to most substrates, colloidal QDs have generated intense interest as a novel class of light-emitting materials, of which the emission wavelength is tunable based on the size of the quantum dot. Typically, the colloidal QDs are synthesized with a core-shell structure to stabilize their dispersion in solvents. Colloidal synthesis can produce ultra-high purity nanocrystalline materials, i.e., materials with an extremely low background of unintentional dopants, as compared to epitaxial grow, as well as complex heterostructures with engineered quantum confinement of electrons and holes. All these together results in high quantum efficiency
and bright emission. Commercial LED devices based on colloidal QDs have been widely applied in the display industry. Recently, colloidal QDs also attracts interest for applications such as lasing and single-photon source. For the lasing application, colloidal QDs offer benefits including low optical-gain threshold and high-temperature stability. Furthermore, by coupling the colloidal QDs to an integrated nanophotonic cavity, the spontaneous emission coupling factor, also known as the $\beta$ factor could be enhanced via the Purcell effect, resulting in a reduction of the lasing threshold. The $\beta$ factor is defined as

$$\beta = \frac{\Gamma_{cav}}{\Gamma_{cav} + \Gamma_{\text{other}} + \Gamma_{nr}}$$ (1.1)

Here, $\Gamma_{cav}$ is the radiative decay rate into the cavity mode, $\Gamma_{\text{other}}$ is the decay rate into other optical modes, and $\Gamma_{nr}$ is the nonradiative decay rate. Purcell enhancement could increase $\Gamma_{cav}$, resulting in a higher $\beta$ factor. With more radiative coupling channeled into the laser modes, the lasing threshold would subsequently be reduced.

For the quantum light-source application, single-photon emission has been measured from a single colloidal quantum dot. An electrically triggered single-photon source has also been demonstrated [24]. The current challenge lies in the poor single-photon indistinguishability of the challenges for colloidal quantum dots. Colloidal QDs typically suffer from huge dephasing rates ($\gamma^* \approx 10^5 \gamma$, $\gamma^*$ being the pure dephasing rate and $\gamma$ being the QD dipole decay rate) at room temperature, which makes the emitted single photons highly distinguishable. Exciton-phonon interactions in these dots cause randomization of the phase of wavefunctions, which results in loss of quantum coherence and leads to dephasing [23]. Apart from this, charge noise arising from fluctuations in the environment leads to small DC shifts in the emitter transition energy contributing to further decoherence [26]. With both effects combined, the indistinguishability of
colloidal QDs is limited. For typical quantum emitters with a large dephasing rate, the indistinguishability $I$ of emitted photons is given by [27]

$$I = \frac{\gamma}{\gamma + \gamma^*}, \quad (1.2)$$

where $\gamma$ is the radiative decay rate and $\gamma^*$ is the pure dephasing rate of the quantum emitter. Hence for colloidal QDs, where $\gamma^* \approx 10^5 \gamma$ the indistinguishability $I$ turns out to be $\sim 10^{-5}$, making it impossible to use the bare emitter as a useful indistinguishable single-photon source.

Further improvement of indistinguishability of emitted single photons is expected from progress in synthesis techniques and new materials like perovskite QDs. Recently, perovskite QDs with optical coherence times ($T_2$) of up to 80 ps were demonstrated [28]. With their radiative lifetime ($T_1$) being 210 ps, the bare emitter indistinguishability $I$ from these perovskite QDs approaches $I \sim \frac{T_2}{2T_1} \approx 0.19$. This signifies two to three orders of magnitude improvements over the standard colloidal QDs, which fundamentally suffer from slow photon release from dark exciton states. These results pave the way for the future development of indistinguishable solution-processed quantum emitters that have fast emission, wide spectral tunability, and scalable production.

Besides the progress in material synthesis, to develop a bright single-photon source with high indistinguishability, integration with nanophotonic cavities becomes indispensible. Coupling a single-photon emitter with a high-quality factor and small mode volume photonic cavity could enhance the spontaneous emission rate via Purcell enhancement [29]. The enhanced spontaneous emission rate would then lead to brighter emission and higher indistinguishability (larger than $\frac{T_2}{2T_1}$).
Figure 1.1. Colloidal QDs. (a) TEM image of colloidal quantum dot [30]. (b) PL and absorption spectrum of CdSe/CdS core-shell QDs [31]. Figure a reprinted with permission from Ref. [30]. Copyright (2015) John Wiley and Sons. Figure b reprinted with permission from Ref. [31]. Copyright (2018) American Chemical Society.

1.3 TMD monolayer

Monolayer transition-metal dichalcogenides (TMDs) have generated active research interest in recent years due to their strong light–matter interaction and unique optoelectronic properties. Thanks to the quantum confinement and reduced dielectric screening in the atomic layer, excitons with large binding energy can form in monolayer TMD at room temperature, exhibiting strong excitonic absorption and photoluminescence (Figure 1.2). The strong excitonic response could be further enhanced by coupling the TMD monolayer to an optical cavity. In the weak coupling regime, low-threshold nano-lasers and cavity-enhanced light-emitting diodes have been demonstrated using the TMD monolayer [17,32]. In the strong coupling regime, TMD exciton–polaritons (EPs) have also been observed at room temperature [33]. Exciton-polaritons, the hybrid light–matter quasi-particles, inherit the low effective mass from their photonic
component and large nonlinear interaction strength from their excitonic component, making them a promising platform to study Bose–Einstein condensate, with a far-reaching impact on quantum simulation with interacting photons.

![Figure 1.2. Excitonic absorption of TMD monolayer][34]. Reprinted with permission from Ref. [34]. Copyright (2018). American Physical Society.

1.4 Photonic crystal nanobeam cavity

We focus on the photonic crystal (PhC) nanobeam cavity in this thesis. PhC nanobeam cavities have recently emerged as a powerful alternative to slab-based L3 PhC cavities. Compared to L3 PhC cavity, nanobeam provides better coupling with the waveguide structure, together with a smaller footprint. Moreover, it is difficult to open up a complete bandgap in two-dimension in a SiN slab due to the moderate refractive index, thus L3 cavity on SiN tends to have a lower quality factor compared to the nanobeam cavity. The structure of the nanobeam is shown in Figure 3. In the x-direction, periodic-pattern holes function as mirrors to form a cavity in the middle. In the y and z direction, total internal reflection confined the photons in small mode volume. To achieve a high-quality factor, the period of the holes is tapered from the mirror section to the center. We designed the parameter as follows for the cavity at 630nm: we assigned 10 elliptical holes for the
tapering region and optimized the design parameters until we found a suitably high Q-factor ($Q \sim 10^5$) resonance centered at 630 nm. In the final design, the nanobeam has a thickness $t = 220$ nm and a width $w = 553$ nm. The Bragg region consists of 40 elliptical holes placed at a periodicity of $a = 189$ nm. The elliptical holes have a major and a minor diameter of 242 nm and 99 nm, respectively. In the tapering region, the periodicity and the major diameter of the hole is linearly reduced to 179 nm and 112 nm, while the minor diameter is fixed. The cavity length is 72 nm. The resulting electromagnetic field has a mode volume of $\sim 2.5 \left(\frac{A}{n}\right)^3$.

Figure 1.3. Photonic crystal nanobeam cavity. (a) SEM of the silicon nitride cavity, where the nanobeam is unsuspended and sitting on the silicon oxide [31]; scale bar: 10 μm. (b) Zoom-in on the cavity region; scale-bar: 1 μm. (c) Simulated cavity mode profile via FDTD [31]. Figure reprinted with permission from Ref. [31]. Copyright (2018) American Chemical Society.

1.5 Guided-mode resonance

Besides the nanobeam cavity, we also investigated the guided-mode resonance (GMR) in this thesis. The GMR is first studied by Fan et al. in 2D PhC structures [36]. Such periodic 2D photonic lattice supports many optical Bloch modes propagating inside the slab. These modes can be
classified into two classes, namely, in-plane guided modes and guided-mode resonance (GMR). The GMRs couple with the radiation continuum and, in the meantime, confine part of their electromagnetic energy inside the slab. When a light beam shines on the photonic lattice, the interference between the slab mode and the GMR modes results in a Fano line shape in the reflection spectrum. These Fano resonances have various angle-dependent dispersive spectra, which favor the study of the strong light-matter hybridization and potential polariton dispersion engineering. In our design, the 2D square lattice, also called a non-local metasurface, has a period of 459nm and a hole diameter of 120nm (Figure 1.4a). The metasurface has a thickness of 130nm and it sits on a 1 µm thermal oxide layer grown on 500 µm silicon substrate. Figure 1.4b shows the angle-dependent reflection spectrum along the k_x direction for p-polarized incident light. There are two different GMRs in the spectrum (M1 and M2). One has a linear dispersion (M1) and starts at higher energy and rapidly goes to lower energy when it comes to higher momentum. The other has a parabolic shape (M2): the mode starts at lower energy and goes to higher energy. The two modes come close to each other at k_x = 0.6 µm^{-1}, and an anti-crossing behavior appears due to the coupling between two photonic modes.

We would like to point out that our metasurface structure, indeed, is a cavity that stores photons and achieves field enhancement inside the slab in the vertical direction, although it does not have confinement along the in-plane directions. Figure 1.4b is the Rigorous Coupled Wave analysis (RCWA) simulation result of the electrical field distribution of a single metasurface unit cell under a perpendicularly injected light beam. Note that the amplitude of the source is set to be unity. From the color bar, it is clear that there is an amplitude enhancement of the optical field inside the slab.
Figure 1.4. Guided-mode resonance. (a) SEM of the SiN metasurface [37]. (b) Simulated cavity mode profile in the vertical direction [37] (c) Simulated vs Experimental results [37]. Figure reprinted with permission from Ref. [37]. Copyright (2020) American Chemical Society.

1.6 Thesis Outline

In Chapter 2, we study the light-matter interaction of solution-processed material on silicon nitride nanophotonic devices. One outstanding challenge of coupling the colloidal QDs with nanophotonic cavity is the random positioning nature of the nanoparticles. To address this issue, we developed a deterministic positioning mechanism: by lithographically defining a window on top of an encapsulated cavity that is covered with a polymer resist, and spin coating the QD solution, we can precisely control the placement of the QDs, which subsequently couple to the cavity. We show rudimentary control of the number of QDs coupled to the cavity by modifying the size of the window. Furthermore, we demonstrate Purcell enhancement and saturable photoluminescence in this QD-cavity platform. We then deterministically position QDs on a photonic molecule and observe QD-coupled cavity super-modes. Furthermore, we extend the platform to the perovskite QD platform for its superior optoelectronic properties. Our results pave the way for precisely controlling the number of QDs coupled to a cavity by engineering the window
size, the QD dimension, and the solution chemistry and will allow advanced studies in cavity-enhanced single-photon emission, ultralow-power nonlinear optics, and quantum many-body simulations with interacting photons.

Apart from the deterministic positioning mechanism, the tunability of photonic crystal cavity is also required for a scalable QD-cavity platform. In Chapter 3, we experimentally demonstrate a polymer-embedded thermally tunable silicon nitride nanobeam cavity with a tuning efficiency of 44 pm/°C and 0.13nm/mW in the visible wavelength range. The large tuning efficiency comes from the high thermal-optics coefficient of the SU8 polymer and our ‘air-mode’ cavity design, where a large portion of cavity field is distributed inside the polymer region. Furthermore, we demonstrate the design, fabrication, and analysis of a tunable heterogeneous photonic molecule consisting of a ring resonator strongly coupled to a nanobeam photonic crystal cavity. Leveraging the disparity in mode volume between these two strongly coupled cavities, we combine theory and experiment to establish the ability to actively tune the mode volume of the resulting supermodes over a full order of magnitude. As the mode volume determines the strength of light-matter interactions, this work illustrates the potential for strongly coupled cavities with dissimilar mode volumes in applications requiring designer photonic properties and tunable light-matter coupling, such as photonics-based quantum simulation.

In Chapter 4, we study the light-matter interaction of monolayer TMDC monolayer on SiN nanophotonic platform. We demonstrate a 2D exciton-polariton system by strongly coupling atomically thin tungsten diselenide (WSe$_2$) monolayer to a silicon nitride (SiN) metasurface. Via energy-momentum spectroscopy of the WSe$_2$-metasurface system, we observe the characteristic anti-crossing of the polariton dispersion both in the reflection and photoluminescence spectrum. A Rabi splitting of 18 meV was observed which matched well with our numerical simulation.
Moreover, we show that the Rabi splitting, the polariton dispersion and the far-field emission pattern could be tailored with subwavelength-scale engineering of the optical meta-atoms. Our platform thus opens the door for the future development of novel, exotic exciton-polariton devices by advanced meta-optical engineering.
Chapter 2 Solution-processed material on silicon nitride platform

2.1 Introduction

Hybrid photonic integrated circuits, comprised of nanophotonic structures and active media, have found a wide range of applications from low-power optoelectronic devices [17,38–41] to quantum networks [42,43]. A key driver behind their success has been the improved engineering of the electromagnetic environment with nanoscale optical resonators, which have led to enhanced light-matter coupling and demonstrations of quantum optical effects in both the weak and the strong coupling regimes [42–44]. As a result, it has now become feasible to fabricate a robust array of high quality (Q)-factor cavities on the same chip, opening a possible route to building multi-functional optical interconnects [45,46] as well as scalable, on-chip quantum simulators [47,48].

While state-of-the-art fabrication methods can yield hundreds of cavities with sub-wavelength precision, large-scale control over the positioning of multiple active media remains elusive. Extensive work has been carried out with self-assembled semiconductor quantum dots (QDs) to overcome their random positioning and inhomogeneous broadening, including seeding nucleation centers for site-controlled growth [49], but there has been no report of multiple deterministically coupled QD-cavity systems on the same chip. Beyond semiconductor QDs, several studies looked at deterministic creation of nanodots and single emitters using monolayer materials [50–52], albeit with limited success.

A promising candidate for active media in hybrid photonic integrated circuits is solution-processed colloidal quantum dots (QDs) [53]. Owing to their robust synthesis and straightforward application onto most substrates, colloidal QDs have generated intense interest as a novel class of light emitting materials [54–56]. Optically pumped lasers and electrically triggered single photon
sources based on colloidal QDs have recently been demonstrated \[30,57–62\]. Low threshold nanolasers and low power nonlinear optical devices have also been reported by coupling the QDs to nanocavities \[38,63–65\]. The simple drop-cast and spin-coat methods that were employed to place the QDs on the cavities, however, are probabilistic in nature, where the only control that the experimenter has is the QD density in the solution.

Recently, advanced nano-patterning technology has yielded an innovative solution to deterministic positioning of colloidal QDs \[66,67\]. The general approach is to lithographically define windows in a resist layer prior to depositing the QDs. During the deposition, depending on the QD size and the chemical properties of the colloidal thin film, the QDs enter and occupy the windows, thus dramatically increasing the selective placement probability. Furthermore, the resist can be removed with a post-deposition lift-off process, taking away the QDs that have been deposited outside the windows. Combining this patterning technique with nanophotonic cavities, however, is challenging. Conventional photonic crystal (PhC) cavities operating in the visible wavelength range are suspended membranes \[68,69\], which makes them extremely fragile during the patterning process. For instance, during sonication, an important step in the state-of-the-art QD patterning procedure \[67\], suspended PhC cavities can easily break off. The suspended nature of most PhC cavities working at visible wavelength comes from the limited refractive index of their dielectric material. For example, silicon nitride (SiN), a CMOS compatible material with optical transparency at visible wavelength, has a relatively low refractive index \(n \approx 2\). As a result, the suspended membrane is deemed necessary since the surrounding air \(n \approx 1\) provides the largest possible refractive index contrast, a general route to obtain high Q-factor and low volume PhC cavities \[69\]. A recently demonstrated encapsulated SiN nanobeam cavity, however, offers an alternative and much more robust design \[70\]. The SiN nanobeam cavity maintains a high Q-factor
and a low mode-volume even when it is sitting on an oxide substrate and cladded with a polymer resist (n~1.45), substantially increasing its mechanical stability under the QD patterning process.

In this chapter, we experimentally demonstrate deterministic positioning of solution-processed colloidal CdSe/CdS QDs on SiN nanobeam cavities. The schematic of the devices is shown in Figure 2.1. The cavities follow the previously reported encapsulated design with elliptical holes [70] and Poly-methyl methacrylate (PMMA) resist cladding. After lithographically opening up fixed-sized windows in the resist, we spin-coat the chip with a uniform film of the colloidal solution, which yields an array of coupled QD-cavities. While the traditional lift-off process could be applied to remove the QDs deposited outside the window, the evanescent coupling nature and the encapsulated cavity design allow one to achieve deterministic positioning simply by making the resist thick enough. For a cavity without a window (Cavity I), we observe no coupling with the QDs, as the thick resist prevents any coupling between the cavity and the QD layer. For cavities with windows (Cavity II and III), we observe coupling with QDs and qualitatively control the coupling by varying the size of the window. We further verify the coupling by observing Purcell enhancement and saturable photoluminescence. We also demonstrate coupling between the QDs and a pair of coupled nanobeam cavities, called a photonic molecule. Finally, we extend this platform to perovskite QDs with novel optoelectronic properties. Our work paves the way to creating a large array of coupled cavities with each cavity containing a specified number of QDs, with potential applications in nonlinear optics, multi-functional optical devices, and on-chip, solid-state quantum simulators.
Figure 2.1. Schematics of the deterministic positioning mechanism. (a) Multiple SiN nanobeam cavities (Cavity I, II, III) could be integrated on the same chip. These cavities maintain high-Q operation even under thick organic resist cladding. To deterministically position QDs, we selectively open up windows on certain areas on the chip. This is followed by spin-coating QDs where the QDs fill into the windows to interact with the cavities. For Cavity I, we expect to observe no coupling with the QDs, as the thick resist will prevent any coupling between the cavity and the QD layer. For cavities with windows (Cavity II and III), we expect to observe coupling with QDs and qualitatively control the number of coupled QDs by varying the size of the window. (b) The cross section of the Cavity I, II, and III showing how the QDs enter the windows (Cavity II, III) and couple to the cavity fields.

2.2 Design and fabrication of SiN nanobeam cavity

We first calculated the band structure of the unit cell (using MIT Photonic Bands) and optimized the whole cavity structure with finite difference time domain simulation (Lumerical FDTD Solutions). Specifically, we created the cavity by linearly tapering the major axis diameter of the holes and the period about the cavity center. The simulated Q factor reaches (Q ~10^5) resonance centered at 630 nm. The resulting electromagnetic field has a mode volume of \( \sim 2.5 \left( \frac{\lambda}{n} \right)^3 \).
We then fabricated the cavity using 220 nm thick SiN membrane grown via LPCVD on 4 µm of thermal oxide on silicon. The samples were obtained from commercial vendor Rogue Valley Microdevices. We spun roughly 400 nm of Zeon ZEP520A, which was coated with a thin layer of Pt/Au that served as a charging layer. The resist was then patterned using a JEOL JBX6300FX electron-beam lithography system with an accelerating voltage of 100 kV. The pattern was transferred to the SiN using a RIE etch in CHF$_3$/O$_2$. Figures 2.2 a, b show the scanning electron micrographs (SEMs) of the fabricated SiN cavities on thermal oxide just after etching. Figure 2.2c shows the simulated profile of the mode confined in the cavity. To encapsulate the cavities, we spun ~ 1 µm PMMA at 3 krpm speed and then baked the chip to remove any remaining solvent. We then measured the transmission spectra of the cavities using a supercontinuum light source (Fianium WhiteLase Micro). The supercontinuum light was focused on one of the two grating couplers, and the transmitted light collected from the other was analyzed with a spectrometer (Princeton Instruments PIXIS CCD with an IsoPlane SCT-320 Imaging Spectrograph). The grating couplers are designed to provide high efficiency only when they are coated with resist. The use of the grating couplers to measure the cavity transmission and to collect the coupled PL of the QDs in the following experiments is beneficial for on-chip light sources to be integrated with other on-chip photonic components [71]. The cavity transmission spectrum is shown in Figure 2.2d. We observed a cavity resonance at 630 nm with Q-factor ~ 6600, extracted via a Lorentzian fit to the measured data. We note that the experimental Q-factor is significantly smaller than our simulation result, which we attribute to fabrication imperfections due to the small feature size for visible wavelength operation.
Figure 2.2. Cavity transmission characterization. (a) SEM of the silicon nitride cavity, where the nanobeam is unsuspended and sitting on the silicon oxide; scale bar: 10 μm. (b) Zoom-in on the cavity region; scale-bar: 1 μm. (c) Simulated cavity mode profile via FDTD (d) Transmission spectrum of the cavity without a PMMA window (Cavity I) before spin-coating colloidal QDs (Q~6900) and (e) after spin-coating colloidal QDs (Q~6600) (f) Transmission spectrum of the cavity with a PMMA window (Cavity-II) before spin-coating colloidal QDs (Q~7600) and (g) after spin-coating colloidal QDs (Q~6200). The results indicate that Cavity I can still retain high-Q operation under organic polymer cladding. Due to the limited QD absorption, the spin-coating of QDs does not dramatically degrade the Q-factor of Cavity II.
2.3 Deterministic positioning of the QDs

We first performed an overlay process using electron-beam lithography to define small square-shaped windows with different side lengths (1.5 μm, 750 nm, 500 nm, and 300 nm) in the PMMA resist that had been placed on top of the chip containing multiple nanocavities. The locations of the windows were chosen to coincide with those of the antinodes of the cavity modes. We also left some cavities inaccessible to the QDs without any PMMA window.

Following this setup, we dissolved 10 nM QD in 10:1 hexane and octane, filtered through a 450 nm Polyvinylidene Fluoride (PVDF) filter, and then spun coat the QD solution to get a uniform thin film on top of the device. From ellipsometry measurements, the QD thin film had a thickness of 80 nm and refractive index of ~ 1.5. We note that while pure CdSe has a refractive index of ~ 2.3, the whole thin film has a lower index due to the presence of organic ligands and solution residues.

We first compared the device performance before and after the solution deposition. For cavities without PMMA windows, the Q-factor remained the same both before and after the QD deposition, indicating that the QDs did not couple to the cavities. Figure 2.2d and 2.2e are the transmission measurement results before and after solution deposition. For cavities with PMMA windows, the spectrum before the electron beam exposure and solution deposition is shown in Figure 2.2f, with the Q-factor of 7600. The cavity resonance disappeared after the electron beam exposure and before the solution deposition, since the change of the refractive index in the window region (filled with air) dramatically perturbed the mode and degraded the Q-factor. We confirm this via FDTD simulation. In the FDTD simulation, a cavity with Q-factor of ~10^5 dropped to 1200 when a 1.5μm × 1.5μm window is opened up in its PMMA. However, after the QD deposition as shown in Figure 2.2g, the cavity recovered to an experimentally verified Q-factor of 6200.
Having confirmed the robustness of the cavity resonance in the presence of PMMA windows, we performed the photoluminescence (PL) measurement. Figure 2.3a shows the SEM of the device with an overlaid schematic of a 1.5\(\mu\)m PMMA window. The experiment is performed as follows: A continuous wave (CW) green diode laser (\(\lambda \sim 532\) nm) was used to pump the center of the cavity where the PMMA window was located. The laser was focused to a 1-\(\mu\)m-diameter beam spot by an objective lens with NA= 0.65. We also used a 550 nm low-pass filter to block the pumping light in the collection path. We first confirmed the QD-cavity coupling by pumping the QDs and observing PL coming out of the grating couplers with a CCD camera (Figure 2.3b). For more detailed analysis of the light, we used a spectrometer. The compact size of our device (tens of micrometers) allows us to pump at the center and collect from the grating couplers in our home-built confocal microscope, a routine procedure in both biology and optics experiments [71,72]. Since the PL signal coming from the window location was much brighter than that coming from the grating couplers, we used a pinhole to collect the light only from the grating coupler when we were studying the cavity signal (Figure 2.3c). The cavity mode at 629 nm matched with our transmission measurement. We note that another mode at 612 nm appeared in the PL measurement compared to just a single mode observed for the cavity before the QDs were applied. We attribute this to the slight refractive index difference of the QDs with PMMA. The higher refractive index of the QDs breaks the z-directional symmetry of the cavity, and through numerical simulation, we confirmed it was indeed a new TM mode [70]. However, as shown in Figure 2.3c, for a cavity with no PMMA window, when we collected PL signal from the grating, we only observe scattered background signal and no cavity signal. We were able to observe coupling down to the smallest window (300 nm side length) on the chip, indicating our deterministic positioning mechanism is robust. Further improvement of the viscosity of the solution should allow the QDs to get into even
smaller windows. In addition to tuning the spatial position for controllable coupling, we also achieved spectral control of the PL coupled to the cavity by fabricating cavities with linear change of Bragg period on the same chip. Figure 2.4a shows the PL coupled with cavities with different resonance, covering the whole PL emission spectral region of the QDs.

![Figure 2.4a](image)

(a) Figure 2.3. PL characterization of the coupled QD-cavity system. (a) SEM of the Cavity II; scale bar: 1.5μm. A schematic of the outline of the opened window is superimposed with the SEM. (b) An optical microscope image showing the opening on the cavity. The image of the cavity captured in the PL measurement setup after pumping the Cavity II. The lighting up of the grating couplers indicates the coupling between the QDs and cavity. (c) PL spectrum: For a cavity with a PMMA window, the cavity signal (resonances at 629nm and 612nm) is clearly observed against the PL background. A new TM mode at 612nm appears compared with the transmission measurement, originating from the slightly higher refractive index of the QDs breaking the z-directional symmetry of the cavity. For a cavity without a PMMA window, no cavity coupling is observed, as expected.
2.4 Purcell enhancement and Saturable Photoluminescence

We further confirmed the cavity enhancement by performing lifetime measurements (Figure 8b). Figure 2.4b shows the comparison of the QDs on the same chip with and without the cavity. We fit the data with a stretched exponential decay model [73]:

\[ I(t) = I_0 + Ae^{-(t/\gamma_0)^\beta}, \]

The average lifetime is given by:

\[ \gamma_{av} = \frac{\gamma_0}{\beta} \Gamma\left(\frac{1}{\beta}\right), \]

The Purcell enhancement factor is given by:

\[ F_{max} = 1 + \frac{3\lambda^3}{4\pi^2n^2V} Qnp \psi(r), \]

Here, \( \Gamma\left(\frac{1}{\beta}\right) \) represents the gamma function with \( \frac{1}{\beta} \) as the input parameter; \( \lambda \) is the cavity resonance wavelength; \( Q_{np} \) is the Q-factor of the quantum dot emission linewidth; \( n \) is the refractive index of the cavity dielectric; \( V \) is the cavity mode volume; and \( \psi(r) \) is the ratio of the mode intensity at the emitter’s location over the maximum. We note that we are using the Q-factor of the emitter but not the cavity since we are in the “bad” emitter regime, where the linewidth of the emitter is much larger than that of the cavity [74]. For our device, the linewidth of the QD emission was 23 nm, giving a Q-factor of 27; the numerically estimated mode volume is \( 2.5 \left(\frac{\lambda}{n}\right)^3 \); \( \psi(r) \) is 0.35 as the QD interacts only with the evanescent field of the cavity; the refractive index of SiN is 2. With these values, the theoretically calculated Purcell factor is 1.4. We extracted a lifetime of 4.8 ns for the PL emission and 3.8 ns for the cavity coupled PL emission, indicating a Purcell factor of 1.26. The slight discrepancy between the measured Purcell enhancement and the theory is attributed to the fact that some of the QDs were not located at the field maximum on the surface. We note that due to our higher mode volume compared to those of suspended cavities, our
Purcell enhancement factor was smaller than the largest value (4.2) reported in a dielectric resonator [63]. However, by further optimization, a lower mode-volume resonator can be realized [75]. For example, by exploring a nanobeam design with a slot structure [76], one could dramatically reduce the mode volume while maintaining a high Q-factor, and thus a much higher enhancement factor.

Figure 2.4. Spectral and spatial control of the QD-cavity coupling. (a) We show the cavity-coupled PL over the whole resonance spectrum by positioning QDs on cavities with scaling geometry. The black dotted curve shows the contour of the PL. (b) Lifetime measurement: The solid red and blue curves are the fits to the time-resolved PL signal from the QDs on substrate and the QDs coupled
with the cavity, respectively. The black dots are the raw experimental data. A Purcell factor of 1.26 is measured. (c) Power series for cavities with PMMA windows with different sizes: 1.5μm × 1.5μm, 750nm×750nm, 500nm×500nm, 300nm×300nm. As the size of the window grows, the cavity signal in PL increases since more QDs are interacting with the cavity (d) Power series for cavity-coupled PL normalized by the mode area of the cavity inside the window region.

To further explore the possibility of controlling the number of QDs coupled to the cavities, we performed power series measurements of samples with different window sizes (Figure 2.4c). The difference in the photoluminescence intensity was observed: cavities with larger windows had brighter emission in general. To get a more quantitative understanding of how the size of the window affected the number of QDs coupling with the cavity, we normalized the emission intensity according to the cavity mode area exposed by the windows (Figure 2.4d). From the FDTD simulation, the mode areas for the 1.5 μm, 760 nm, 500 nm, and 300 nm windows are 0.23μm², 0.13μm², 0.08μm², and 0.03 μm², respectively. We saw that the intensity curves for the 1550 nm and 750 nm windows almost overlapped on top of each other after the normalization. For the device with 500 nm and 300 nm windows, however, the intensities were lower than those with the larger window cavities, with the intensity for the 300 nm window even lower than that for 500 nm window. We attribute this observation to the fact that as the windows become smaller, the QDs are no longer able to enter the cavities efficiently due to the surface tension of the solution. However, further surface modification and solution with lower viscosity could potentially allow more QDs to enter the windows. For all the window sizes examined, we observed that the photoluminescence saturated when pumped with increasing laser power. We fit the data and extracted saturation power to be ~400 μW. We did not observe any significant difference in the
saturation power for different window sizes, since the intensity of the pumping light on each QD was essentially the same in all four cases.

While the simple nature of our patterning technology has been instrumental in demonstrating our novel, straightforward procedure for achieving determining positioning of the emitters, to push the limit further to few/single QDs, we need to explore more advanced synthesis of colloidal quantum dots. We estimate the current number of QDs coupled with the cavities and outline one possible approach towards few/single dot coupling with the cavity by using giant QDs [77,78]. Recently, a series of works involving the Langmuir-Blodgett deposition, a thin-film resist, and the resist lift-off has reported successful deterministic positioning of a single colloidal QD [67]. This technique appears highly promising as a route to obtaining single emitters and may be combined with the encapsulated cavity design reported here to yield deterministic positioning and coupling of single QDs to multiple cavities.

2.5 Deterministic positioning of QDs on a photonic molecule

One promising application of our deterministic positioning method is performing quantum many-body simulations [79] using QDs coupled to a cavity array. The simplest array, made up of just a pair of coupled cavities, is called a photonic molecule [80]. It has been shown in several theoretical studies that QDs coupled to a photonic molecule may form the basis for studying exotic phases of matter [81] and other cavity quantum electrodynamics phenomena such as unconventional photon blockade [80,82]. However, both scalability and deterministic positioning are difficult to achieve with conventional self-assembled semiconductor QDs coupled with suspended coupled nanobeam cavities. Besides, the mode symmetric nature of the coupled cavity super-modes also precludes the reflection measurement of photonic crystals by directly pumping and collecting a laser signal at
the center of the cavity [83]. Here we fabricate the photonic molecule with grating couplers for each cavity for transmission measurements and deterministically position the QDs to couple with the cavity super modes. Figure 2.5a shows the SEM of the fabricated device. Each cavity has a pair of grating couplers that allows measuring transmission from each cavity independently. We fabricated two coupled cavities with different gaps between them: 1.5 μm, 400 nm, and 200 nm (Figure 2.5b). Figure 2.5c shows the transmission spectrum measured via the grating for Cavity 1. For cavities 1.5 μm apart, we observed only one cavity in transmission, indicating there is no coupling between two cavities. For cavities 400 nm and 200 nm apart, we observed two coupled super-modes. As the distance becomes smaller for the two cavities, the coupling strength becomes stronger, resulting in larger spectral separation of two modes.

We then opened up 750nm PMMA windows on cavity 2 and spin-coated it with the QD solution. We adjusted the collimation of the pumping beam so that both cavities are illuminated, and we collected PL from gratings for both cavities. The results are shown in Figure 2.5d. For 1.5 μm apart cavities, we only observed the cavity signal from the grating for cavity 2, since the gap was too large for the two cavities to couple. For cavities 400 nm and 200 nm apart, we successfully observed coupling between the QDs and the super-modes at both gratings for cavity 1 and cavity 2. This approach can be readily scaled up to an array of multiple coupled QD-cavities.

While the simple nature of our patterning technology has been instrumental in demonstrating a novel, straightforward procedure for achieving determining positioning of the emitters, to push the limit further to few/single QDs, we need to explore more advanced synthesis of colloidal quantum dots. Recently, a series of works involving the Langmuir-Blodgett deposition, a thin-film resist, and the resist lift-off has reported successful deterministic positioning of a single colloidal QD [67]. This technique appears highly promising as a route to obtaining single emitters and may
be combined with the encapsulated cavity design reported here to yield deterministic positioning and coupling of single QDs to multiple cavities.

Figure 2.5. Deterministic positioning of QDs on a photonic molecule. (a) SEM image of the photonic molecule. Each cavity has a pair of grating couplers for collecting and extracting the QDs’ PL; scale bar: 10μm. (b) Schematic of the outline of the opened window superimposed with the SEM of the device. (c) Transmission measurement of the device with different separation gaps before spin-coating QDs. For cavities 1.5μm apart, we saw only one cavity resonance in transmission, indicating no coupling between the two cavities. For cavities 400nm and 200nm apart, as the distance becomes smaller for the two cavities, the coupling strength becomes stronger, resulting in larger spectral separation of the two supermodes. (d) PL characterization: For cavities 1.5μm apart, we observed the cavity signal from the grating for cavity 2, since the PL signal was only coupled with cavity 1 and the two cavities were not coupled with each other. For cavities 400nm and 200nm apart, we successfully observed the coupling between the QDs and the supermodes at both gratings for cavity 1 and cavity 2.
Another way to push the limit further to few/single QDs would be fabricating windows with smaller side-length (~50 nm) and synthesizing giant QDs [77] (~50nm diameter). In the horizontal plane (x-y plane) of our device, currently advanced EBL patterning technology is readily able to pattern sub-50nm structures, which would make sure that the hole size is suitable for only one QD. In the lateral direction (z plane), depending on the concentration of QDs we are spin-coating, there might be multi-layer of QDs presenting on top of the cavity. However, as the QDs are evanescently coupled with the cavity mode, the exponential decay of the $|E|^2$ should be faster compared with the size of the giant QDs. As shown in Figure 2.6, the first QD is experiencing three times larger energy density than the second one. And the rest are experiencing negligible cavity field. If we assume there is no gap between the two QDs, in the worst case, there would be only two QDs effectively seeing the cavity field. There would also be passivating organic ligand between the QDs so that the gap between QDs could be even larger [84]. Special chemical treatment could be further adapted to the surface of QDs to let them repel each other and increase the between-dots separation [85,86]. Also, the thickness of the slab could be adjusted to make the field more confined in the slab so that the field decay much faster, but it requires more design since there is always a tradeoff between the absolute energy density at the QD1’s position and the ratio between QD1 and QD2.
2.6 Extension to other solution-processed material

Recently, perovskite nanocrystals emerge as another novel light-emitting material with excellent optoelectronic properties [53,54]. Lead halide perovskites exhibit several favorable properties for light-emitting devices, including high photoluminescence (PL) quantum yield attributed to the low densities of defects [55,56], which reduce the nonradiative loss via carrier trapping. The large stokes shift in the emission of these perovskites also reduces the carrier loss to detrimental reabsorption. Combined with the large exciton binding energy, indeed, there have been many demonstrations of perovskite light-emitting devices such as LED and lasers capable of operating at room temperature [57,58].
Here we demonstrated the coupling of perovskite nanocrystals to the encapsulated silicon nitride nanobeam photonic crystal cavity at room temperature. As determined from the time-resolved photoluminescence decay measurements, we observed enhanced spontaneous emission from the perovskite nanocrystals by a factor of 1.4, consistent with simulation. In addition, by varying the concentration of the perovskite nanocrystal in the PMMA layer, the effective index of the layer can be modified, allowing us to use it as a method to tune the cavity mode resonance. Our results show that solution-processable perovskite nanocrystal could prove to be promising for applications such as on-chip light sources, optoelectronic devices and photonic integrated circuits.

The CsPbBr$_3$ Perovskite nanocrystals were dispersed in toluene and were synthesized following the procedures described in ref [93]. The perovskite nanocrystal solution was then mixed with PMMA formulated in anisole (MicroChem 950PMMA A4). We prepared solutions of perovskite nanocrystals with different concentrations. We injected a varying amount of anisole (Aldrich, anhydrous 99.7%) – 0 ml, 5 ml and 10 ml – to a fixed 10 ml of PMMA solution before mixing with about 0.1 ml of perovskite nanocrystal solution. With increasing volume of anisole, the solution becomes more dilute and the concentration of perovskite nanocrystals in PMMA is reduced. In order to couple the perovskite to the cavity, the solution was then spin-coated on the nanobeam sample at 4000 rpm for 1 minute, which effectively places the nanocrystals on the cavity and at the same time encapsulating the nanobeam. Taking the thickness of the PMMA layer to be the length from the surface of the substrate to the top of the PMMA layer, the thickness is expected to be about 400 nm according to the manufacturer data sheet.

Optical experiments on the samples were carried out in a confocal microscopy system at room temperature. For the time-averaged measurements, a continuous wave He-Cd laser excitation at 442 nm was focused (100× objective lens, NA = 0.90) onto the sample. The emission spectra were
measured with a Horiba HR Evo spectrometer with a focal length of 800 mm together with a 300 lines/mm grating and liquid nitrogen cooled Si CCD detector. For time-resolved decay measurements, a Ti: Sapphire femtosecond-pulsed laser with ~100 fs pulses at 80 MHz was used. The emission of the laser was frequency-doubled to output 400 nm pulses. The emission from the sample was detected with an avalanche photon detector (Micro Photon Devices) connected to a single photon counting module (PicoHarp 300). The overall temporal resolution of the time-resolved setup was measured to be about 22 ps.

Figure 2.7a shows a series of spectra corresponding to PMMA layers with decreasing perovskite nanocrystal concentration. The PL emission of the CsPbBr\textsubscript{3} perovskite nanocrystals is centered at 520 nm. The spectra also show the narrow cavity mode resonances at longer wavelengths relative to the perovskite nanocrystal emission as indicated by the arrows above the peaks. The background PL in the spectra can be attributed to emission from the perovskite nanocrystals which are not coupled to the cavity as well as the scattered light off the nanobeam.

To further study the coupling between the perovskite nanocrystal with the encapsulated nanobeam, we spun-coat the PMMA mixed with perovskite solution with different concentrations. As the perovskite nanocrystal in the PMMA layer decreases, we found that cavity mode resonance becomes increasingly blue-shifted. We attribute the blue-shift of the mode resonance to the change in the effective index of the encapsulating PMMA. Decreasing concentration of CsPbBr\textsubscript{3} (index~2.6) in PMMA (index~1.5) will result in the overall decrease in the effective index of the encapsulating layer of the nanobeam, and blue-shifting the cavity mode. In fact, the simulated mode resonance wavelength exhibits a monotonic decreasing trend with the reduction of the
effective index of the PMMA layer as shown in Figure 2.7b, consistent with experimental observation.

By peak fitting, we could extract the mode wavelength, $\lambda_{cav}$ and the linewidth at full-width half-maximum ($\Delta\lambda_{FWHM}$) to determine the experimental $Q = \lambda_{cav}/\Delta\lambda_{FWHM}$ of the cavity modes. The calculated Q-factors for the spectra increase from ~900 to ~1500 with decreasing perovskite concentration. From the simulations, the Q-factor increases with the decrease of the effective index of the PMMA layer, again, consistent with the experiments. The decrease of the effective index of the PMMA layer raises the index contrast between the layer and the nanobeam, thus the higher Q-factor.

We note that the change in the Q-factor with the effective index of the PMMA is not always monotonic as we have found from simulations that the Q-factor could be higher at intermediate index values between 1.5 and 1.8 with 30 or 40 holes in the Bragg region. The dilution of PMMA with additional anisole could also reduce the thickness of the PMMA layer which has a small but nonnegligible reduction on the cavity mode wavelength. Therefore, with the appropriate design of the nanobeam PhC cavity, the effective index and the thickness of the PMMA layer allows for additional degrees of control to tune not only the cavity resonant wavelength but also the Q-factor. It is worth highlighting that all the measurements were performed on the same cavity. Aside from the changing Q-factor as a consequence of the varying effective index of the PMMA layer, the cavity showed no significant degradation despite having undergone multiple rounds of sonication with acetone and spin coating of the PMMA layer, proving that the nanobeam PhC cavity is structurally robust. This tuning method of the mode resonance via the effective index around the cavity environment could be useful for the coupling of other colloidal quantum emitters to cavities, possibly with other types of capping layer besides PMMA.
Figure 2.7. Tuning of cavity mode resonance. (a) A series of spectra corresponding to the decreasing perovskite concentration in the direction of the dashed arrow. The spectra show the broad perovskite PL emission peak center at 520 nm and the narrow cavity mode resonances as indicated by the arrows along with the respective Q-factors. The mode resonant wavelength decreases with the decreasing concentration of perovskites in the PMMA layer. (b) The simulated cavity mode resonant wavelength (black spheres) decreases with the decrease of the effective index of the PMMA layer, while the Q-factor (blue squares) shows the opposite trend.

To verify the spontaneous emission enhancement of the perovskite nanocrystal coupled with the cavity, we measured the time-resolved PL decay of the perovskite emission. The PL decay curves of the perovskite emission from the coupled and uncoupled cases are presented in Figure 2.8. The perovskite nanocrystal PL exhibits a multiexponential decay due to a distribution of the nanocrystal parameters such as size and nonradiative decay rate. Assuming that the perovskite nanocrystals ensemble consists of 3 main subpopulations, each with a characteristic decay behavior, the decay curves were most accurately fitted with a three exponential decay function:
\[ I(t) = I_0 + A_1 e^{-[(t-t_0)/t_1]} + A_2 e^{-[(t-t_0)/t_2]} + A_3 e^{-[(t-t_0)/t_3]} \]

where \( I(t) \) is the PL intensity at time \( t \), \( I_0 \) is the background intensity, \( t_0 \) is the temporal offset relative to 0 when the decay begins and \( t_i \) (\( A_i \)) with \( i = 1, 2, 3 \) being the three decay time constant (amplitude). We take the shortest decay time \( t_1 \) as the representation radiative lifetime since the fractions of the amplitude, \( A_i/(A_1 + A_2 + A_3) \) are close to 1 in both the coupled and uncoupled cases, implying that the subpopulation of the nanocrystal with characteristic decay time \( t_1 \) is dominant. The \( t_1 \) times are extracted to be 0.65 ns and 0.46 ns respectively for the coupled and uncoupled cases, consistent with previous report [94]. Taking the ratio of \( t_1 \) of the uncoupled case to that of the coupled case, we obtained a Purcell factor of \( \sim 1.4 \), indicating the enhancement of spontaneous emission.

Figure 2.8: Plot comparing the PL decay of the perovskite nanocrystals in two different cases: one which is coupled to the cavity (blue) and the other uncoupled (black) with the respective \( t_1 \) decay time as labelled.
To estimate the theoretical Purcell enhancement based on the FDTD simulations, we employ the following equation for the Purcell factor [95]: 

$$ F_p = 1 + \frac{3\lambda_{cav}^3}{4\pi^2 n^2 V_{mode}} Q_e V_{mode} |E|_{local}^2 $$

where $\lambda_{cav}$ is the mode resonant wavelength, $n$ is the refractive index of SiN, $Q_e$ is the Q-factor of the emitter and $V_{mode}$ being the mode volume. In consideration of the local density of states, one would also need to factor in the local electric field intensity expressed as 

$$ |E|_{local}^2 = \frac{|E(r)|^2}{|E(r)|_{max}^2} $$

where $r$ is the position of the emitter. We note that this model of Purcell factor is appropriate for our experiments since the emitter emission linewidth is larger than that of the cavity mode linewidth. In this case, the Purcell factor depends on the Q-factor of the emitter and not that of the cavity. By performing multiple peak fit to the spectra of the uncoupled case, the full-width at half-maximum linewidth of the perovskite nanocrystal emission was found to be 20 nm and thus giving a Q-factor of about 26. From the FDTD simulations, $V_{mode}$ was found to be $\sim 3.7(\lambda/n)^3$. Assuming that the emitter is located at the center of the nanobeam cavity on the surface gives $|E|_{local}^2 = 0.37$. The resulting Purcell factor is obtained to be 1.38 consistent with experimental results.
Chapter 3 Tunable silicon nitride cavities

3.1 Introduction

Apart from the deterministic positioning mechanism demonstrated in Chapter 2, the tunability of photonic crystal nanobeam cavity is necessary for a scalable QD-cavity platform. Unfortunately, efficient tuning of SiN devices remains difficult: as a centro-symmetric material with a large bandgap, SiN has a low thermo-optic coefficient ($\sim 10^{-5}/^\circ\text{C}$) and lacks both free-carrier dispersion and second order nonlinearity.

In this chapter, we experimentally demonstrate an SU-8 polymer-embedded SiN nanobeam cavity with a high tuning efficiency of 44 pm/$^\circ\text{C}$ and 0.13 nm/mW in the near-visible wavelength range. The key to this high tunability is the large thermo-optic (TO) coefficient ($\sim 10^{-4}/^\circ\text{C}$) [96] and low thermal conductivity of the polymer. The SU-8 polymer is chosen because of the high TO coefficient [97,98], ultralow absorption in the near-visible wavelength range [100] and its compatibility with the photonics crystal structures as shown previously [98,99]. The ease of spin-coating SU-8 on a SiN substrate also makes the integration process straightforward, and several experiments have already demonstrated such integration [100]. We also demonstrate the active tuning of a heterogenous photonic molecule comprised of a nanobeam coupled with a ring resonator. Leveraging the different tuning efficiency between the nanobeam and the ring, we experimentally showed the strong coupling between the two cavities by the anti-crossing signature. Furthermore, we predict the tuning of the hybridized mode volume by fitting the experimental result with a theoretical framework.
3.2 Tunable polymer-SiN nanobeam cavity

3.2.1 Simulation

The schematic of the device is shown in Figure 3.1. The SiN nanobeam sits on a silicon oxide substrate, with the SU-8 polymer cladding and filling the patterned holes. The polymer-SiN nanobeam cavity is designed to have an ‘air-mode’ [101–104], in which a large portion of the electromagnetic field is confined inside the low index material, which, in our case, is the polymer. A gold heater is fabricated next to the patterned holes; passing a current heats up the polymer and subsequently tunes the cavity resonance.

We first design the polymer-SiN air-mode nanobeam cavity. Due to the relatively low refractive index contrast of SiN (n = 2) to SU-8 polymer (n = 1.574) and silicon dioxide (n = 1.45), it is nontrivial to design a high Q photonic crystal cavity on this platform [71]. Compared to the traditional suspended SiN nanobeam cavity, our on-substrate nanobeam cavity also increases the mechanical robustness of the cavity and eliminates the risk of the structure breaking during the fabrication. In our design, the SiN unit cell has a Bragg period $a = 225 \text{ nm}$ and a width of $w = 500 \text{ nm}$, comprising an elliptical hole with the long axis equal to 290 nm and the short axis equal to 116 nm. A SU-8 cladding layer filling the holes with a thickness of 500 nm is incorporated in the band structure calculation, performed via MIT photonics bands (MPB) [105] (Figure 3.2a). There are two bands below the light cone. We focus on the upper band (shown in red), known as the ‘air band’, where a large portion of the electromagnetic field is distributed inside the SU-8 regime, as shown in the cross-section diagram in Figure 3.2b.
We then define the high-Q air-mode by tapering the waveguide width from the Bragg region (500 nm) to the center (699 nm) following the relation:

\[ w(x) = w_{\text{center}} + x^2 \left( w_{\text{end}} - w_{\text{center}} \right) / x_{\text{max}}^2 \]  

where \( x \) increases from zero (at the center of the nanobeam) to the end of the taper region. The number of periods in the Bragg region (taper region) is 20 (30), with the period fixed at 225 nm. Figure 3.2c shows the cavity mode profile calculated via FDTD simulation. The cavity has anti-nodes inside the holes, which is filled by the polymer. The cavity mode has a wavelength of \(~730\ nm\) with a Q-factor of \(~10^5\). The mode volume is calculated as \( 20(n_{\text{SU-8}})^3 \). We note that the mode volume is larger than conventional photonic crystal, but it is still significantly smaller than other on-chip silicon nitride resonators [107,108].

We simulate the TO tuning of the device using FDTD method. The tuning of the effective mode index of the nanobeam cavity could be expressed in the first order as

\[
\frac{dn_{\text{eff}}}{dT}(\lambda) = \Gamma_{\text{SiN}}(\lambda) \frac{dn_{\text{SiN}}}{dT}(\lambda) + \Gamma_{\text{SU-8}}(\lambda) \frac{dn_{\text{SU-8}}}{dT}(\lambda), \quad (3.1)
\]
where $\frac{dn_{\text{eff}}}{dT}$ is the effective TO coefficient, and $I'_{\text{SiN}}(\lambda)$ and $I'_{\text{SU-8}}(\lambda)$ represent the confinement factor of the cavity field inside the SiN and the SU-8 polymer region, respectively. We calculate the confinement factor (defined as $\frac{\int_{\text{region}} \varepsilon |E|^2 dV}{\int_{\text{mode}} \varepsilon |E|^2 dV}$) in SU-8, silicon nitride and silicon oxide as 47%, 41% and 12% from the cavity mode profile via FDTD simulation. $\frac{dn_{\text{SiN}}}{dT}$ and $\frac{dn_{\text{SU-8}}}{dT}$ are the TO coefficient of SiN ($\sim 2.45 \times 10^{-5}/^\circ\text{C} [108]$) and SU-8 polymer, respectively. The TO coefficient of uncured SU-8 is documented in the range from $-1.8 \times 10^{-4}/^\circ\text{C}$ to $-3.5 \times 10^{-4}/^\circ\text{C} [97,98]$, depending on the condition of fabrication.

Since the electromagnetic field possesses the highest confinement factor in the polymer region and SU-8 has a much higher (and negative) TO coefficient compared to SiN, we expect to observe a blue shift of the cavity resonance when we apply heat. As shown in Figure 3.2d, the cavity blue shifts by 6 nm (2.9nm) across a 100°C temperature increase, when the TO coefficient of the SU-8 is assumed as $-3.5 \times 10^{-4}/^\circ\text{C}$ ($-1.8 \times 10^{-4}/^\circ\text{C}$), corresponding to a tuning efficiency of 60 pm/$^\circ\text{C}$ (29 pm/$^\circ\text{C}$). On the other hand, a bare SiN cavity with a dielectric mode is tuned by 0.9 nm across a 100 °C temperature increase, corresponding to a tuning efficiency of only 9 pm/$^\circ\text{C}$. We also simulate an electrical heater using finite element method to identify the optimum distance of the heater from the cavity. A close proximity will give rise to strong absorptive losses from the metal, whereas if the heater is placed too far away, the cavity will not be heated. From the simulations, we found a good trade-off when the heater is 1.5 µm away from the nanobeam structure. As shown in Figure 3.2e, when the heater temperature is 250 °C, the temperature at the nanobeam reaches 100°C.
Figure 3.2. Device design. (a) Band structure of the unit cell. (b) Electric field distribution of the waveguide cross-section for the air-band. (c) FDTD simulation of the cavity field distribution. (d) Comparison of the simulated tuning efficiency of a bare silicon nitride nanobeam cavity and the SU8-SiN nanobeam cavity. The blue line shows the tuning of a bare SiN cavity. The red dash line shows the tuning of a SU8-Si cavity assuming the TO coefficient of SU8 as $-1.8 \times 10^{-4} \degree C$. The red solid line shows the tuning of the SU8-SiN cavity assuming the TO coefficient of SU8 as $-3.5 \times 10^{-4} \degree C$. (e) Thermal simulation shows that the side heater could efficiently heat up the cavity region. Scale bar: 500nm
3.2.2 Experiment

We then experimentally validated our theory. We fabricated the cavity using a 220-nm thick SiN membrane grown via LPCVD on 4 µm of thermal oxide on silicon. The samples were obtained from commercial vendor Rogue Valley Microelectronics. We spun roughly 400 nm of Zeon ZEP520A, which was coated with a thin layer of Pt/Au that served as a charging layer. The resist was then patterned using a JEOL JBX6300FX electron-beam lithography system with an accelerating voltage of 100 kV. The pattern was transferred to the SiN using a RIE etch in CHF$_3$/O$_2$ chemistry. The heating electrode with 500-nm width and 20-µm length is defined via electron-beam overlay and evaporation followed by a lift-off process. Figure 3.3a shows a scanning electron micrograph (SEM) of the fabricated SiN cavities on thermal oxide just after etching. Grating couplers are fabricated on both sides of the nanocavity for the transmission measurement. Figure 3.3b shows the parabolic tapering of the width of the nanobeam waveguide to confine the mode in the air. After the device is fabricated, we spun coat SU-8 on top of the cavity. We used SU-8-2000.5 from microChem because of its small viscosity needed to fill the holes. A similar experiment with a silicon photonic crystal cavity has been reported before showing that the holes can be filled with SU-8 [97]. After the spin-coating, we baked the chip at 95°C for 1min to further remove the solvent.
Figure 3.3. Fabrication and optical setup. (a) SEM image of the device shows the nanobeam cavity, grating couplers and metal heater. Scale bar: 10µm (b) Zoom-in image of the nanobeam: The width of the nanobeam waveguide is parabolically tapered to achieve a high Q-factor air-mode. Scale bar: 1 µm. (c) A confocal microscopy setup for the transmission measurement of the nanobeam cavity.

The cavities are characterized via measuring the transmission using a confocal microscopy setup (Figure 3.3c). A super continuum light source (Fianium WhiteLase Micro) is focused on the grating coupler through the objective lens, and a moveable pinhole is used to pick up the signal only coming out from the other grating and then send it to a spectrometer. The spectrometer is equipped with a Princeton Instruments PIXIS CCD with an IsoPlane SCT-320 Imaging Spectrograph. The cavity at room temperature has a Q-factor ~ 6500, and resonance wavelength
at 731 nm. The smaller Q-factor compared to our simulation result is attributed to fabrication imperfections due to small feature sizes at near-visible wavelength operation.

We first characterize the thermal tuning by heating up the whole chip in a hot plate. As shown in Figure 3.4a, between 20°C to 70°C, we tuned the cavity from 731.3 nm to 728.9 nm, corresponding to a tuning efficiency of 44 pm/°C. We fit the TO coefficient of the SU-8 by the experimentally achieved tuning efficiency in FDTD simulation and extract the value to be \(-2.5 \times 10^{-4}/°C\), which lies in the range of the documented values [97,98]. Then we used the electrical heater to tune the cavity, as shown in Figure 3.4b. By applying 12.5 mW power to the side heater, we tuned the resonance by 1.625 nm, corresponding to a tuning efficiency of 0.13 nm/mW. We applied a train of square pulses (Power_High = 9.4 mW, Power_Low = 6.2 mW, Period = 1 s, Duty cycle = 30 \%) to the metal heater in a continuous three-hour experiment, while the nanobeam cavity is irradiated by a super-continuum laser source for the cavity transmission measurement. We observed a consistent tuning of the cavity resonance between 729.6nm and 729nm on the spectrometer, which confirmed that the thermal tuning of polymer-SiN cavity is reversible and robust. We didn’t observe any degradation of our device after 56 days after fabrication, which was confirmed by the consistent cavity quality factor that we measured.
Figure 3.4. Tuning performance. (a) Hot plate tuning: The cavity is tuned from 731.3 nm to 728.9 nm by a temperature rising of 50 °C, corresponding to a tuning efficiency of 44 pm/°C, matching well with the theory. (b) Electrical heating: By applying 12.5mW power to the side heater, the resonance is tuned by 1.625 nm, corresponding to a tuning efficiency of 0.13 nm/mW.

To further analyze the thermal tuning performance of our device, we adapted the Lumped Element Circuit Model of the TO devices [109]. For a thermal-tunable optical resonator, the TO detuning corresponding to π phase shift is derived as [21]

$$\Delta \lambda = \frac{\pi \lambda_0}{Q}, \quad (3.2)$$

where, $\lambda_0$ is the cavity resonance wavelength and $Q$ is the quality factor. For our device, the power required for π phase shift is calculated as

$$P_\pi = \frac{\Delta \lambda}{0.13\text{nm/mW}} = \frac{\pi \times 730 \text{nm}}{0.13\text{nm/mW} \times 6500} = 2.7 \text{ mW}, \quad (3.3)$$
We compared the tuning energy efficiency (nm/mW) and $P_\pi$ with other thermally tunable SiN nano-photonic devices (Table 3.1) and found that our device has the highest tuning efficiency and lowest $P_\pi$.

In summary, we experimentally demonstrate a thermally tunable polymer-embedded SiN nanobeam cavity with a tuning efficiency of 44 pm/°C and 0.13 nm/mW in the near-visible wavelength range. The large tuning efficiency comes from the high TO coefficient of the SU-8 polymer and our air-mode cavity design, where a large portion of cavity field is confined inside the polymer. Further higher TO polymer can be used such as Polyurethane (PUR) [110]. Our tunable cavity can potentially have applications in the development of reconfigurable optical device and cavity quantum electrodynamics experiments on the SiN platform.

Table 3.1. Tuning performance for various SiN nanophotonic devices

<table>
<thead>
<tr>
<th>Device</th>
<th>Energy (nm/mW)</th>
<th>Power $P_\pi$ (mW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiN ring [112]</td>
<td>$8.2 \times 10^{-4}$</td>
<td>7.7</td>
</tr>
<tr>
<td>SiN MZI [113]</td>
<td>NA</td>
<td>30</td>
</tr>
<tr>
<td>SU-8-SiN cavity (This work)</td>
<td>0.13</td>
<td>2.7</td>
</tr>
</tbody>
</table>
3.3 Tunable Heterogeneous Photonic molecule

3.3.1 Introduction

Coupled optical microcavities serve as a basic building block for many integrated photonic systems and technologies. Similar to the way in which bound electronic states of individual atoms couple to form those of a molecule, confined photonic excitations of two or more optical cavities can electromagnetically interact to form so-called “photonic molecules”. Electronic excitations in molecules are described through hybridization of the orbitals of the constituent atoms and, by analogy, the electromagnetic supermodes of photonic molecules can be constructed by blending the resonances of the individual cavities. While single cavities are instrumental to a diverse set of applications ranging from single-photon generation and strong light-matter coupling to sensing and cavity-controlled chemistry, systems of two or more cavities have shown promise in a number of applications, including low-threshold lasing [113], cavity optomechanics [114], nonclassical light generation [115], quantum simulation [116], and biochemical sensing [117].

Critical to the advantages of photonic molecules over individual cavities is the ability to engineer designer super-modes with properties that differ from those of the constituent components. Of particular interest are coupled cavity structures whose optical properties evolve with tunable parameters such as cavity-cavity separation and detuning. In recent years, the active tuning of such photonic molecules has been demonstrated in several experiments [118,119], but all have thus far focused on coupled structures composed of near-identical individual cavities. While these devices are useful for many applications, homogeneity of the constituent cavities limits the dynamic range of the resulting super-mode properties such as the mode volume, important both for the scaling of light-matter coupling as well as Purcell enhancement.
In contrast, a heterogeneous photonic molecule composed of two distinctly different cavities allows for a richer set of emergent properties with a wider scope of applications, such as improved single photon indistinguishability of quantum emitters [120]. However, lack of a theoretical framework analogous to molecular orbital theory that is capable of elucidating the dependencies of the composite system upon single cavity parameters makes design and analysis of coupled optical cavities difficult. Absent such a formalism, prediction of super-mode field profiles and other downstream properties such as hybridized resonant frequencies and mode volumes must be left to numerical simulation. The latter can be costly for all but the simplest coupled cavities and impossible for many heterogeneous systems, providing impetus for theoretical advances in understanding cavity mode hybridization.

We demonstrated thermally tunable hybridization of optical cavity modes in a heterogeneous photonic molecule composed of a ring resonator and a nanobeam photonic crystal (PhC) cavity. This is achieved by embedding the coupled structure in a high thermo-optic coefficient polymer that preferentially blue-shifts the nanobeam resonance relative to the ring due to the “air-mode” design of the PhC cavity. To better understand the resulting super-modes of this heterogeneous optical system, we also introduce a theoretical framework which provides rigorous underpinnings to the more familiar coupled mode theory for hybridized cavity systems and, for the first time, write analytic expressions for the super-mode field profiles and mode volumes. Using this formalism, we demonstrate the ability to extract crucial system parameters such as the bare resonant frequencies and couplings as a function of temperature. Lastly, we use this theory to predict the evolution of the resonant frequencies, field profiles, and hybridized mode volumes of the two super-modes, revealing a temperature-dependent progression which spans a full order of magnitude and results in the coalescence of the two mode volumes near zero detuning.
3.3.2 Experiment

Figure 3.5a displays a scanning-electron-microscope (SEM) image of the heterogeneous coupled-cavity system fabricated on a 220-nm-thick silicon-nitride film, grown on thermal oxide on a silicon substrate. The pattern is defined by e-beam lithography and reactive ion etching. The nanobeam cavity is designed such that a significant portion of the cavity field is concentrated in SU-8 polymer, which both forms a cladding for the entire device and fills the holes of the PhC (Figure 3.5b). In contrast, the ring-resonator mode is predominantly confined within the silicon nitride. Due to the relatively high thermo-optic coefficient of the polymer (approximately $-10^{-4}/^\circ C$), which is nearly an order of magnitude larger than that of silicon nitride, heating the entire device leads to a blue shift of the nanobeam-cavity mode relative to that of the ring. As a result, changing the temperature allows for reversible control of the detuning between ring and nanobeam modes. The detuning between the ring and nanobeam modes can therefore be reversibly controlled by changing the temperature. To investigate the effect of ring–nanobeam-mode detuning, the transmission spectrum is measured through the nanobeam PhC cavity for a range of temperatures spanning 33.5°C - 73.5 °C. The spectra are measured using a supercontinuum laser that is coupled to the system via an on-chip grating. The transmitted light is collected through the opposite grating and is sent to the spectrometer. While the gratings already provide a spatial separation to improve the signal-to-noise ratio, a pinhole is used in the confocal microscopy setup to collect light only from the output grating. The temperature of the entire chip is controlled using a hot plate.

Figure 3.5c displays the resulting transmission spectra (gray circles) for a subset of temperatures, Additional spectrums are shown in Figure 3.6. As the cavity modes of the ring and nanobeam are coupled, it is difficult to distinguish how much of the energy separation between transmission peaks at each temperature is due to detuning versus mode splitting resulting from coupling.
Figure 3.5. Heterogenous photonic molecule. (a) SEM image of the SU-8 cladded, coupled ring resonator-nanobeam device. Scale bars are 5 μm in length. (b) y-component of the electric fields for the nanobeam cavity mode (bottom) and the ring resonator mode (top) most spectrally near. The system is mathematically described with a coupled oscillator model derived from first-principles, parameterized by effective frequencies $\Omega_i$ distinct from the bare resonant frequencies $\omega_i$. The coupled modes interact according to an effective coupling strength $\sqrt{\Lambda_{12}\Lambda_{21}}$. (c) Transmission spectra collected for four equally-spaced temperatures (gray circles). Simultaneous least-squares fits to the model are displayed as red lines, indicating terrific agreement with experiment.

Understanding the impact of these individual contributions and analysis of emergent properties requires a theoretical formalism capable of describing the super-modes of the couple ring-nanobeam structure. Coupled mode theory provides one such approach, but typically relies on several phenomenological rates which simplify modeling, often at the expense of over-simplifying the underlying physics. Furthermore, coupled mode theory does not provide a means to predict
super-mode properties of interest for heterogeneous photonic molecules, such as hybridized mode volumes. To amend these deficiencies, we develop a first principles theory that provides analytic understanding of the super-mode resonant frequencies, field profiles, and volumes based only upon knowledge of the individual, uncoupled cavities. The theory is outlined below and used to interpret the measured transmission spectra of the coupled ring resonator-nanobeam device.

![Transmission Spectrum at different temperatures.](image)

Figure 3.6. Transmission Spectrum at different temperatures.

3.3.3 Theoretical Model

The resonant photonic modes of an optical cavity are given by the independent harmonic solutions of the wave equation

\[
\nabla \times \nabla \times \mathbf{A}(\mathbf{x}, t) + \frac{\varepsilon(\mathbf{x})}{c^2} \ddot{\mathbf{A}}(\mathbf{x}, t) = 0, \quad (3.4)
\]
where \( \mathbf{A} \) is the vector potential related to the cavity fields by the usual relations \( \mathbf{E} = -\mathbf{A}/c \) and \( \mathbf{B} = \nabla \times \mathbf{A} \). As is typical for cavity quantum electrodynamics calculations, we work entirely in the generalized Coulomb gauge defined by \( \nabla \cdot \epsilon(\mathbf{x})\mathbf{A}(\mathbf{x}) = 0 \) which leads to \( \phi(\mathbf{x}) = 0 \) for systems without free charge \([121,122]\), such as the coupled ring-nanobeam device under study. While optical cavities may alternatively be described at the level of the fields themselves, the vector potential accommodates a more natural basis for both a Lagrangian formulation of the cavity dynamics as well as canonical quantization.

Given \( \epsilon(\mathbf{x}) \), it is in principle straightforward to numerically solve for the modes of the two-cavity structure in Figure 3.5. Such an approach, however, offers limited predictivity and insight into the interaction between the individual ring resonator and nanobeam modes. In addition, the vastly different length scales of the ring resonator and nanobeam cavity make electromagnetic simulations of the coupled structures computationally challenging, rendering a purely numerical exploration of parameter space infeasible. A more flexible strategy is to numerically solve for the modes of the individual, uncoupled cavities. With the aid of analytics, these individual modes may then be appropriately mixed to form super-modes dependent on basic system parameters such as the spectral detuning and physical separation between the cavities.

Considering just a single cavity mode of both the ring resonator and nanobeam, the vector potential for the double cavity structure can be expanded as

\[
\mathbf{A}(\mathbf{x}, t) = \sum_{i=1,2} \sqrt{\frac{4\pi c}{V_i}} q_i(t) \mathbf{f}_i(\mathbf{x}), \quad (3.5)
\]

Here, \( i = 1,2 \) corresponds to the ring and nanobeam, respectively, while \( \mathbf{f}_i(\mathbf{x}) \) is a mode function of the \( i \) th cavity \([103]\) and \( q_i(t) \) a time-dependent amplitude \([103]\). The mode functions are normalized such that the mode volume is given by \( V_i = \int d^3x \epsilon_i(\mathbf{x})|\mathbf{E}_i(\mathbf{x})|^2 \).
max[ε_i(x)|E_i(x)|^2] = \int d^3x \varepsilon_i(x)|f_i(x)|^2. The mode expansion in Equation 3.5 is approximate and, in general, requires additional terms to ensure Gauss’s law is obeyed [124,125]. However, these contributions only become physically relevant at inter-cavity separations small enough such that the evanescent field of one cavity “spills” into the dielectric medium composing the nearby second cavity, and therefore can be ignored for ring–nanobeam-resonator studied.

The resonant super-mode frequencies are most easily computed through diagonalization of the equations of motion for the generalized coordinates q_i. This is straightforward using standard techniques of Lagrangian mechanics, but an equivalent route involves directly integrating Equation 3.5. Regardless of the approach, the coupled equations of motion resulting from the expansion are

\[ \frac{d^2}{dt^2} \begin{bmatrix} q_1 \\ q_2 \end{bmatrix} = \begin{bmatrix} \Omega_1^2 & \Lambda_{12} \\ \Lambda_{21} & \Omega_2^2 \end{bmatrix} \begin{bmatrix} q_1 \\ q_2 \end{bmatrix}, \quad (3.6) \]

where \( \Omega_i^2 = (\tilde{\omega}_i^2 - \tilde{g}_E \tilde{g}_M)/(1 - \tilde{g}_E^2/\tilde{\omega}_1 \tilde{\omega}_2) \) and \( \Lambda_{ij} = \sqrt{\tilde{\omega}_j \tilde{\omega}_i / \tilde{\omega}_i \tilde{\omega}_j (\tilde{\omega}_i \tilde{g}_M - \tilde{\omega}_j \tilde{g}_E) / (1 - \tilde{g}_E^2 / \tilde{\omega}_1 \tilde{\omega}_2) } \) define effective resonant frequencies and couplings parameterizing the oscillator model describing the interaction between the ring and nanobeam cavity modes.

These coupled equations of motion differ in form from those often assumed in application of coupled mode theory to multiple cavity systems [126]. In particular, the diagonal elements of the above coefficient matrix are distinct from the bare resonance frequencies \( \omega_i \). This is a consequence of the absence of a weak coupling approximation, resulting in coupling-induced resonance shifts [127] which scale as higher-order products of the three distinct coupling parameters corresponding to the electric (\( g_E \)) and magnetic (\( g_M \)) inter-cavity couplings, and lastly the polarization-induced intra-cavity self-interaction (\( \Sigma_i \)). The three parameters are defined by:
\[ g_E = \sqrt{\omega_1 \omega_2/V_1 V_2} \int d^3x \, \epsilon(x)f_1(x) \cdot f_2(x), \quad (3.7) \]

\[ g_M = \sqrt{1/\omega_1 \omega_2 V_1 V_2} \int d^3x \left[ \omega_1^2 \epsilon_1(x) + \omega_2^2 \epsilon_2(x) \right] f_1(x) \cdot f_2(x), \quad (3.8) \]

\[ \Sigma_i = \sqrt{1/V_1 V_2} \int d^3x \left[ \epsilon(x) - \epsilon_i(x) \right] |f_i(x)|^2, \quad (3.9) \]

The intra-cavity self-interaction (\( \Sigma_i \)) does not explicitly appear in Equation 3.6, as all inter-cavity couplings, resonant frequencies (\( \omega_i \)), and mode volumes (\( V_i \)) are replaced by renormalized counterparts (indicated by a bar) [103].

While coupled mode theory often reduces cavity-mode interactions to a single coupling parameter independent of the detuning, we note that this is not technically correct, and more rigorous first-principles treatments relying on tight-binding methods [121,122] have revealed three distinct coupling parameters in agreement with those defined above. However, as shown in Equation 3.6, these three parameters may be combined, along with the resonant frequencies, to form effective coupled oscillator equations which account for these subtleties. Notably, all parameters may be computed given only the dielectric function composing the individual cavities along with associated field mode profiles.

3.3.4 Fit to experimental data

Aided by the effective oscillator equations displayed in Equation 3.6, the transmission spectrum is computed through standard input-output methods [123,130], yielding

\[ T(\omega) = \left| \frac{\kappa}{\omega - \Omega_1 + i \kappa \frac{\Delta_{12}\Delta_{23}/\Delta_{12}}{\omega - \Omega_2}} \right|^2, \quad (3.10) \]

Simultaneous least-squares fits are performed to transmission spectra at the eight experimentally probed temperatures shown in Figure 3.5c and Figure 3.6. To minimize the number of free
parameters, $\Sigma_1$, $\Sigma_2$, $V_1$ and $V_2$ are calculated using the theory, supplemented by numerically calculated single cavity field profiles. Similarly, $g_E$ and $g_M$ are constrained to within $\pm 1\%$ of their theoretical values, while the waveguide-induced dissipation rate $\kappa$ is estimated from electromagnetic simulation of the nanobeam.

The remaining free parameters, all displayed in the top row of Table 3.2, are extracted through a simultaneous least-squares fit to all measured transmission spectra. Among them is the resonant frequency of both the ring resonator and nanobeam at room temperature $T_0$ and associated intrinsic dissipation rates, the latter of which may be introduced via input-output theory in the standard way by generalizing $\Omega_1$ and $\Omega_2$ to be complex-valued [131]. We find that the temperature dependence of the resonant wavelength of each cavity is well-approximated as linear. All other parameters are assumed to depend negligibly upon temperature and are treated as constant. Even with these simplifying approximations, agreement between experiment (circles) and theory (solid lines) are excellent, as evident in Fig 3.5c.

<table>
<thead>
<tr>
<th>Parameter estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hbar \omega_1(T_0)$</td>
</tr>
<tr>
<td>1.6922 eV</td>
</tr>
<tr>
<td>$V_1$</td>
</tr>
<tr>
<td>5.0 $\mu$ m$^3$</td>
</tr>
</tbody>
</table>

Figure 3.7a displays the full set of transmission measurements (circles) and fits (curves) for all eight probed temperatures, while Figure 3.7b shows the super-mode resonant frequencies ($\omega_\pm$) as
a function of energy detuning $\hbar \omega_2 - \hbar \omega_1$. For each temperature measured, resonant frequencies are estimated from the peaks in transmission spectra and are shown as black circles. Theory curves (red and blue) are computed through diagonalization of the effective oscillator model in Equation 3.6 which we parameterize according to Table 3.2. Because both ring and nanobeam modes blue-shift with increasing temperature, plotted curves and points are shifted with respect to the average resonant energy $\bar{\omega} = (\omega_+ + \omega_-)/2$ for both panels.

The resonant frequencies undergo a clear anticrossing as the system nears zero detuning around $T = 40 ^\circ C$, with upper and lower cavity polariton energies differing by roughly 0.8 meV. Because the coupled oscillator model is parameterized by the effective frequencies $\Omega_1$ and $\Omega_2$, and not the bare cavity resonances $\omega_1$ and $\omega_2$, the anticrossing occurs where the former, and not the latter, are co-resonant. Thus, the anticrossing in Figure 3.6 is slightly shifted from zero detuning. In addition, the super-mode resonances $\omega_{\pm}$ tend towards the effective frequencies (dotted lines) at large positive and negative values of the detuning.

Figure 3.7. Fitting to experimental data. (a) Anticrossing resulting from strong coupling between the ring-resonator and nanobeam-cavity modes. Experimental data are shown as circles, while
colored solid lines display the resulting least-squares fit to Eq. (3.10). The gray lines overlie the theoretical values of $\omega \pm$, extrapolated via parameter values obtained from the fits. (b) The evolution of the supermode resonant frequencies as a function of the detuning. The black points correspond to experimentally measured peak transmission energies, while the error bars indicate the uncertainty in the peak energy due to the finite density of the transmission energies measured. The solid curves display the theoretical supermode energies computed from Eq. (3.6), parametrized through simultaneous fits to transmission measurements.

Strong coupling is confirmed quantitatively through comparison of the computed effective coupling strength with the dissipation rates reported in Table 3.2. In particular, we find that

$$|\hbar \sqrt{\lambda_{12} \lambda_{21} / 4 \Omega_1 \Omega_2}| \approx 0.40 \text{ meV},$$

nearly double the dominant intrinsic dissipation rate $\hbar \gamma_1 = 0.23 \text{ meV}.$

### 3.3.5 Analysis of supermode properties

Hybridization is further investigated through inspection of the super-mode profiles

$$f_{\pm}(x) = \frac{1}{A(\theta)} \left[ \left( \frac{\lambda_{12}}{\lambda_{21}} \right)^{1/4} \sqrt{\frac{V_2}{V_1}} f_1(x) \cos \theta - \left( \frac{\lambda_{21}}{\lambda_{12}} \right)^{1/4} \sqrt{\frac{V_1}{V_2}} f_2(x) \sin \theta \right],$$

and their associated mode volumes

$$V_{\pm} = V_1 \left[ \frac{V_2}{V_1} \sqrt{\frac{\lambda_{12} 1 + \Sigma_1}{\lambda_{21} A(\theta)^2}} \right] \cos^2 \theta + V_2 \left[ \frac{V_1}{V_2} \sqrt{\frac{\lambda_{21} 1 + \Sigma_2}{\lambda_{12} A(\theta)^2}} \right] \sin^2 \theta - \sqrt{V_1 V_2} \left[ \frac{g_E / \sqrt{\Omega_1 \Omega_2}}{A(\theta)^2} \right] \sin 2\theta,$$

$$\quad + V_1 \left[ \frac{V_2}{V_1} \sqrt{\frac{\lambda_{12} 1 + \Sigma_1}{\lambda_{21} B(\theta)^2}} \right] \cos^2 \theta + V_2 \left[ \frac{V_1}{V_2} \sqrt{\frac{\lambda_{21} 1 + \Sigma_2}{\lambda_{12} B(\theta)^2}} \right] \sin^2 \theta + \sqrt{V_1 V_2} \left[ \frac{g_E / \sqrt{\Omega_1 \Omega_2}}{B(\theta)^2} \right] \sin 2\theta,$$

where $A(\theta)$ and $B(\theta)$ are normalization factors [103], $\theta = (1/2) \tan^{-1} \left( 2 \sqrt{\lambda_{12} \lambda_{21}} / [\Omega_2^2 - \Omega_1^2] \right)$ is the mixing angle, and the upper (lower) subscript corresponds to the case $\theta > 0$ ($\theta < 0$). The mixing angle has two distinct regimes; when the detuning is much larger than the effective coupling strength ($\theta \rightarrow 0$), the above mode functions reduce to those of the bare ring resonator and
nanobeam cavity. In contrast, for small detuning relative to the coupling ($\theta \to \pm \pi/4$) the mode functions become a superposition of $f_1(x)$ and $f_2(x)$.

Figure 3.8a shows the evolution of the y component of the upper- (top) and lower- (bottom) cavity-polariton field profiles across the experimentally measured temperature range. Because the limits of this range constrain the mixing angle to $-\pi/8 \leq \theta \leq \pi/6$, neither $f_+(x)$ nor $f_-(x)$ entirely localize to one of the constituent cavities at any probed temperature. For all mode profiles shown, a significant portion of the field is contributed by the mode function of the nanobeam $f_2(x)$. We note, however, that there is no fundamental reason that the device could not be heated past the maximum temperature studied here (73 °C), or alternatively cooled to below room temperature.

Notably, the super-mode profiles are not equal superpositions of $f_1(x)$ and $f_2(x)$ near zero detuning ($T = 40$ °C). This may be understood by considering the large mismatch in mode volume between the ring resonator and nanobeam modes ($V_1/V_2 \sim 10$). According to Equation 3.11, the nanobeam contribution to both $f_+(x)$ and $f_-(x)$ scales like $(V_1/V_2)^{1/4}$, while that of the ring resonator scales like $(V_2/V_1)^{1/4}$. As a result, both super-modes are predominantly localized to the nanobeam. Due to this effect, the mode volume of each super-mode is thermally tunable over a large range of values.

Figure 3.8b shows theoretical predictions for the hybridized mode volumes as a function of temperature-controlled detuning, calculated using Equation 3.12 paired with the experimentally informed parameter values in Table 3.2. As before, blue and red curves correspond to the upper and lower cavity polaritons in Figure 3.8a, respectively. The gray region indicates the range of experimentally probed temperatures. As expected, both hybridized mode volumes tend towards those of the individual cavities at large positive and negative detuning. The two mode volumes
coalesce at a value of $V_\pm \approx 0.95 \, \mu m^3$, more than a factor of 5 less than the mode volume of the isolated ring resonator.

While the nanobeam mode volume $V_2$ clearly serves as a lower bound for $V_\pm$, analysis of Equation 3.12 indicates a maximum near $V_1 + V_2$. $V_+$ slightly exceeds this value due to constructive interference between the two modes, while $V_-$ peaks at a value below $V_1 + V_2$ due to destructive interference. Both mode volumes display a “turning point” at values of the mixing angle $\theta$ such that $f_1(x)$ and $f_2(x)$ are equally-weighted in either $f_+(x)$ or $f_-(x)$. Between these two points is a full order-of-magnitude of attainable values for both hybridized mode volumes, illustrating the terrific potential of this heterogeneous device for temperature-tunable photonic properties.

In conclusion, we have demonstrated thermally tunable mode-mixing in a heterogeneous photonic molecule consisting of a ring resonator coupled to a photonic crystal cavity. Aided by a theoretical formalism developed to study hybridized cavity states in photonic molecules, we show the capability to extract system parameters, resulting in a predictive effective oscillator model distinct from those typically assumed by coupled mode theory. We leverage this model to predict important properties of the super-modes, such as resonant frequencies, field profiles, and mode volumes, all as a function of temperature. Lastly, we show that this heterogeneous device in principle allows for temperature tunable hybridized mode volumes which span a full order of magnitude, showing the tremendous potential for coupled cavity systems with temperature-tunable, designer properties.
Figure 3.8. Hybrid mode volume. (a) The field profile for the upper- (top) and lower- (bottom) cavity polaritons at various temperatures. Both supermodes are dominated by the nanobeam field at all observed temperatures due to the weighting of $f_1(x)$ and $f_2(x)$ in Eq. (3.11). (b) The hybridized mode volumes $V_+$ (blue curve) and $V_-$ (red curve) of the upper- and lower-cavity polaritons. The gray region indicates the range of experimentally measured temperatures, while the dotted lines specify $V_1$, $V_2$, and $V_1 + V_2$. Due to the predominant localization of both modes in the nanobeam cavity, both $V_+$ and $V_-$ coalesce at a value less than 5 times the mode volume of the isolated ring-resonator mode.
Chapter 4 Monolayer Exciton-Polariton with SiN metasurface

4.1 Introduction

Monolayer transition metal dichalcogenides (TMDs) have generated active research interest in recent years due to their strong light-matter interaction and unique optoelectronic properties [132]. Thanks to the quantum confinement in the atomic layer, exciton with large binding energy can form in monolayer TMD at room temperature, exhibiting strong excitonic absorption and photoluminescence [34]. The strong excitonic response could be further enhanced by coupling the TMD monolayer to an optical cavity [74]. In the weak coupling regime, low-threshold nano-laser [17,40,133,134] and cavity-enhanced light-emitting diodes [32] have been demonstrated using TMD monolayer. In the strong coupling regime, TMD exciton-polaritons (EPs) have also been observed at room temperature [33,135,136]. EPs, the hybrid light-matter quasi-particles, inherit the low effective mass from their photonic component and large nonlinear interaction strength form their excitonic component, making them a promising platform to study Bose–Einstein condensate [137], with far-reaching impact on quantum simulation with interacting photons [79]. TMD EP also has potential applications in low-power nonlinear optics [138] and polariton laser [139]. Furthermore, the TMD EP inherits the unique spin-valley physics from its exciton part [140], and the optical valley hall effect of the TMD EP could be explored in this hybrid light-matter system [141].

So far, most TMD-based EP devices are based on distributed Bragg reflector (DBR) cavity [33,142,143]. The fabrication process of the DBR-sandwiched TMD platform is non-trivial since the encapsulation of the upper DBR layers often degrade the optical property of the monolayer TMD [144]. Open cavity structures such as fiber-cavity and single DBR structure have
been explored [145,146] to solve the problem of material degradation. However, in such platforms, it is difficult to engineer the mode or dispersion of the cavity, a capability which can have far-reaching impact in the field of exciton-polaritonics. Plasmonic cavity is considered as a promising candidate [147–149], but it suffers from metallic loss. Another promising platform will be sub-wavelength patterned surfaces, also known as dielectric metasurfaces [150]. These metasurfaces can shape the optical wavefront using the sub-wavelength scatterers, also known as meta-atoms, and have recently been used to drastically miniaturize imaging and sensing devices [151–153], as well as to enhance light-matter interaction [154,155]. This nanopatterned, periodic photonic lattice supports a rich cluster of optical Bloch mode and can tightly confine the electromagnetic field [156,157]. Moreover, computational design and dispersion engineering of the meta-atoms allow unprecedented nanophotonic engineering [158–160]. Going beyond passive metasurfaces, researchers are now exploring new materials to create active metasurfaces [161,162]. In fact, nonlinear frequency conversion has been reported with GaSe integrated silicon metasurface [163]. EP has also been demonstrated on a TMD-clad one-dimensional (1D) grating structure [164]. Signature of optical nonlinearity has recently been reported in TMD-coupled 1D bound state in continuum resonator [165]. However, extending the periodicity in two dimensions (2D) is desirable. The extra degrees of freedoms in a 2D metasurface would allow advanced dispersion engineering, providing new opportunity to merge the EP with novel photonic designs, such as topological structures, most of which are demonstrated in two dimensions [166–169]. Subwavelength mode engineering of 2D metasurfaces could also result in localized optical field to further enhance the light-matter interaction [170,171]. Finally, the intrinsic isotropic nature of the periodic 2D structure would favor the study of monolayer valley-polaritons [141,142].
coupling between TMD excitons and 2D periodic structure has been explored, to date only the weak-coupling regime is reported [172,173].

In this Chapter, we demonstrated EPs in atomically thin tungsten diselenide (WSe$_2$) strongly coupled to the guided mode resonances (GMR) in a silicon nitride (SiN) metasurface. The GMR simultaneously achieves strong confinement of photons inside the metasurface and efficient coupling with the radiation continuum. By performing energy-momentum spectroscopy on the WSe$_2$-SiN metasurface, we measured the anti-crossing of the polariton dispersion both in the cavity reflection and photoluminescence. The EP dispersion measured in the experiment is also reproduced by our numerical simulation. Moreover, we showed that the Rabi splitting, the polariton dispersion and the far-field emission pattern could be tailored by subwavelength-scale engineering of the meta-atoms. Our platform opens the door for the future development of novel EP devices by advanced meta-optical engineering.

4.2 Guided mode resonances in silicon nitride metasurface

Figure 4.1a shows the schematic of our platform. The metasurface is made of SiN with square lattice of holes. The whole structure sits on a silicon dioxide substrate. A WSe$_2$ monolayer is transferred directly on top of the metasurface for evanescent coupling. Such periodic 2D photonic lattice supports many optical Bloch modes propagating inside the slab. These modes can be classified into two classes [36]: in-plane guided modes and guided mode resonance (GMR). The GMRs couple with the radiation continuum and in the meantime, confine part of their electromagnetic power inside the slab. When a light beam shines on the metasurface, the interference between the slab mode and the GMR modes result in a Fano lineshape in the reflection
spectrum. These Fano resonances have been used in the past for dispersion engineering [174], spectral filtering [175], and enhancing the light-matter interaction [163,176].

We simulated the reflection spectrum of the GMR in the SiN metasurface through Rigorous coupled-wave analysis (RCWA) [177,178]. We use the S4 simulation package developed by Stanford University. For the SiN metasurface, a unit cell is simulated. The square lattice has a period of 459nm and a hole diameter of 120nm. The metasurface has a thickness of 130nm and it sits on a 1µm thermal oxide layer grown on 500 µm silicon substrate. The sub-wavelength thickness guarantees more electrical field on the meta-atom’s surface leading to a larger light-matter interaction since the WSe$_2$ monolayer would be evanescently coupled to the GMR via the surface field. The SiN slab is set with a refractive index of 2. The silicon oxide is set with a refractive index of 1.5. The index of silicon is set with a refractive index of 3.76 + 0.01i. A plane wave light source with p polarization incidents from the top of the unit cell, while the incident angle is adjusted for each value. The conversion between the angel and the $k_x$ follows: $k_x = \frac{2\pi}{\lambda} \sin (\theta)$. Here $\lambda$ is the wavelength and $\theta$ is the angle of the incident beam. The reflection amplitude is normalized to the source amplitude.

Figure 4.1b (left panel) shows the angle-dependent reflection spectrum along the $k_x$ direction for p-polarized incident light. There are two GMRs: M1 has a linear dispersion and M2 has a parabolic shape. M1 starts at higher energy and goes to lower energy with higher momentum, whereas M2 starts at lower energy and goes to higher energy. Two modes come close at $k_x = 0.6 \, \mu m^{-1}$, and anti-cross due to the coupling between them. The electric field distribution of two modes at $k_x = 0$ is shown in Figure 4.1c. Two modes have different symmetry in terms of the field distribution, but both are well confined inside the metasurface. We note that our metasurface acts as a cavity that
Figure 4.1. SiN metasurface supporting guided mode resonances. (a) The metasurface is made of SiN meta-atoms with holes arranged in a square lattice. The whole structure sits on a silicon dioxide substrate. A WSe$_2$ monolayer could be transferred directly on top of the metasurface for evanescent coupling. (b) Simulated vs Experimentally measured angle-dependent reflection spectrum. There are two modes (M1 and M2) in the spectrum. M1 has a linear dispersion and starts at higher energy and rapidly goes to lower energy when it comes to high momentum. M2 has a parabolic shape and it starts at lower energy and goes to the higher energy. The two modes come close to each other at $k_x = 0.6 \, \mu$m$^{-1}$: an anti-crossing appears due to the coupling between the two photonics modes. (c) Zoom-in of the anti-crossing and the mode profiles of M1 and M2. Two modes have different symmetry in terms of the field distribution, but they are both well confined inside the metasurface. (d) The SEM of the SiN metasurface (scale bar: 1 \mu m) (e) Example spectrum and fitting at $k_x = 2.2 \, \mu$m$^{-1}$. A Fano-lineshape is observed with a Q factor $\sim$143 and asymmetry factor -1.4.
We then fabricated the metasurface and performed energy-momentum spectroscopy at room temperature to measure the angle-dependent reflectivity spectrum. The SEM of the fabricated device is shown in the Figure 4.1d. As shown in Figure 4.1b, the experiment result matches well with the simulation at the left side, with the mode-splitting observed at $k_x = 0.6 \, \mu m^{-1}$. The mismatch between the theory and simulation of the dispersion at high momentum can be attributed to the spherical aberration of the lenses in the optical setup. The fact that a clear photonic dispersion is measured in the momentum space clearly confirmed that we are measuring the radiative GMR mode instead of the scattering light from in-plane guided mode, since the scattering light from the in-plane guided mode would only have a random intensity distribution in the momentum space.

We then fit the reflection spectrum $R(\omega)$ at each $k_x$ value through a functional form \[164\]:

$$R(\omega) = R_{\text{Fano}} + R_{\text{FP}} + R_b, \quad (4.1)$$

Here, $R_{\text{Fano}}$ is the Fano lineshape resulting from the interference of the GMR and the SiN slab mode:

$$R_{\text{Fano}} = I_0 \left(1 - \frac{(x+q)^2}{x^2 + 1}\right), \quad (4.2)$$

$$x = \frac{E-E_0}{\Delta \omega/2}, \quad (4.3)$$

Here, $I_0$ is the amplitude coefficient of the Fano resonance, $q$ is the asymmetry factor, $E = h\omega$ is the photon energy at angular frequency of $\omega$, and $E_0 = h\omega_0$ is the photon energy at the cavity resonance frequency $\omega_0$, $\Delta \omega$ is the Full width at half maximum (FWHM). Since both $E_0$ and $\Delta \omega$ are in units of eV, $x$ becomes a unitless quantity. $R_{\text{FP}}$ is a broad Fabry-Perot (FP) interference background resulting from the reflection between the SiN/SiO$_2$ interface and the SiO$_2$/Si interface. We calculate $R_{\text{FP}}$ through the transfer matrix method \[164\] for the multiple thin film structure (SiN/SiO$_2$/Si). $R_b$ represents an ambient background in the fit. Figure 1e shows an example fit for
the reflection spectrum at $k_x = 2.2 \mu m^{-1}$. Through the fit, the resonance energy $E_0$ is extracted as 1.726 eV, the resonance Q factor as $\sim 143$ ($\Delta \omega = 12$ meV) and $q = -1.3$.

4.3 Exciton-polaritons in hybrid WSe$_2$-metasurface structure

4.3.1 Simulation and theory

For the WSe$_2$-SiN metasurface, we added a monolayer of WSe$_2$ (thickness = 0.7nm) on top of the SiN meta-atom to simulate the reflection/absorption spectrum of our WSe$_2$-metasurface structure in RCWA simulation. The dielectric function of the monolayer of WSe$_2$ is described by a Lorentz model:

$$\varepsilon(E) = \varepsilon_B + \frac{f}{E_x^2 - E^2 - i\Gamma E},$$

(4.4)

The $\varepsilon_B$ is the background dielectric constant, $f$ is the oscillator strength, $\Gamma$ is the linewidth of the exciton, and $E (E_x)$ represents the photon (exciton resonance) energy. For WSe$_2$, the value of $\varepsilon_B$ is 25 and $f$ is 0.7 $eV^2$ [164], and we use the value of $E_x$ and $\Gamma$ from our fitting data of the monolayer ($E_x = 1.728$ eV and $\Gamma = 2 \times \gamma_{exc} = 12.2$ meV). The simulation results are shown in the left panels of Figure 4.3b and Figure 4.3f.

The radiation-matter coupling of the ultra-thin semiconductor layer coupled to the guided resonances of the SiN metasurface can also be theoretically calculated by treating the photonic nanostructure as a two-dimensional periodic slab and the active material as a quantum well characterized by an oscillator strength per unit surface. In this respect, the theoretical framework is the one thoroughly discussed in Ref. [179], where a quantum theory of exciton-photon coupling is formulated in terms of the guided mode expansion reported in Ref. [180]. The latter has been
successfully applied to different context and material platforms involving coupling of strongly radiation coupled layered media to patterned metasurfaces, see, e.g., Refs. [155,181]. Here we also apply this theory to the coupling of a 2D TMD with a GMR, showing its intrinsic versatility and generality.

Briefly, at each Bloch wave vector of the periodic lattice established from the patterned metasurface we calculate the exciton-photon coupling matrix element as [180]

\[ g_k = \hbar \sqrt{\frac{\pi e^2 f}{m_0 s}} \int dx \, dy \, E_k(x,y,z_{QW}) F(x,y), \tag{4.5} \]

where \( f/S \) is the oscillator strength per unit surface of the allowed excitonic dipole transition (which from the value \( f_x=0.7 \, \text{eV}^2 \) the WSe\(_2\) monolayer can be estimated as \( 7 \times 10^{13} \, \text{cm}^{-2} \)), and it is the only input parameter of our calculation, together with the exciton resonance and linewidth (\( E_{\text{exc}} \) and \( G_{\text{exc}}=2g_{\text{exc}} \), respectively). In the expression above, \( E(x,y) \) is the normalized in-plane component of the electric field calculated at the vertical position corresponding to the 2D TMD, \( z_{QW} \), and at the wave vector \( k \), while \( F(x,y) \) is the 2D exciton envelope [179]. This coupling matrix element is then used to formulate a Hopfield matrix, which can be numerically diagonalized at each \( k \)-vector to give the full polariton dispersion. In Fig. 4.2 we report the calculated dispersion of the dressed modes when the nominal metasurface slab parameters are assumed (as given in the caption for completeness), and the 2D TMD layer is placed exactly at the upper surface of the SiN film. The result shows remarkably good agreement with the RCWA simulation. The exciton photon coupling is calculated to be \( g\approx11.5 \, \text{meV} \), which corresponds to a Rabi splitting of \( \hbar \Omega_{\text{Rabi}}\approx2g\approx23 \, \text{meV} \). The values would be used to compared to the experimental data extracted in the following section.
Calculated polariton dispersion, i.e. wavelength (left panel) and energy (right panel) as a function of horizontal wavevector, as obtained from the diagonalization of the Hopfield matrix. The guided-mode solutions are obtained for the following parameters of the SiN metasurface slab: a=459 nm, r=60 nm, d=130 nm, $e_{\text{SiN}}=4.25$, $e_{\text{ox}}=2.11$. The 2D TMD is placed exactly on top of the patterned slab, with an exciton resonance at $E_{\text{exc}}=1.728$ eV, linewidth $G_{\text{exc}}=12$ meV, and an oscillator strength per unit surface $f/S = 7 \times 10^{13}$ cm$^{-2}$. Loss rates of GMR are calculated in guided-mode expansion through perturbative coupling with radiative modes of the SiN slab with an effective refractive index taking into account hole patterning.

4.3.2 Experiment

We transferred a hBN encapsulated WSe$_2$ monolayer on top following usual dry transfer process [70]. The hBN encapsulation improves the surface smoothness of the WSe$_2$ and preserves the intrinsic narrow linewidth of the WSe$_2$ [182]. We then performed the energy-momentum spectroscopy on the WSe$_2$-SiN metasurface structure at 22K. As shown in Figure 4.3b, the GMR dispersion changed dramatically when coupled with WSe$_2$ at the exciton wavelength (~715nm). A clear anti-crossing is observed in the range from $k_x = 1.5 \mu m^{-1}$ to $k_x = 3 \mu m^{-1}$. We fit the dispersion spectrum at each $k_x$ value with the Fano-lineshape function to extract the resonance wavelengths of the upper and lower polaritons. An example fit spectrum at $k_x = 2.4 \mu m^{-1}$ is shown in Figure 4.2c, where two Fano lineshapes appear, corresponding to the upper polariton (UP) and
lower polariton (LP). We note that, this spectrum is dramatically different from Figure 1e where only one Fano resonance is measured as the cavity resonance. For the spectrum shown in Figure 4.2c (at $k_x = 2.4 \mu m^{-1}$), the resonance energy for the UP and LP is found as 1.718 eV and 1.74 eV, respectively from the fitting parameters.

Once the spectrum for each k-vector is fit and the wavelengths of the UPs and LPs are extracted, we estimate the loss and the interaction strength of the coupled system. We use a dispersive coupled-oscillator model to fit the wavelength of the LPB and UPB [137].

$$\left( E_{exc} + i\gamma_{exc} \right) \left( E_{cav} + i\gamma_{cav} \right) \begin{pmatrix} \alpha \\ \beta \end{pmatrix} = E_p \begin{pmatrix} \alpha \\ \beta \end{pmatrix}, \quad (4.6)$$

Here $E_{exc}$ is the energy of the bare exciton and $\gamma_{exc}$ is its decay rate. $E_{cavity}$ is the energy of the bare cavity and $\gamma_{cav}$ is the cavity decay rate, $g$ is the coupling strength between the exciton and the cavity, $E_p$ represents the eigenvalues corresponding to the energies of the polariton modes, and it could be found as:

$$E_{LP,UP} = \frac{1}{2} \left[ E_{exc} + E_{cav} + i(\gamma_{cav} + \gamma_{exc}) \right] \pm \frac{1}{\sqrt{g^2 + \frac{1}{4} \left( E_{exc} - E_{cav} + i(\gamma_{exc} - \gamma_{cav}) \right)^2}}, \quad (4.7)$$

$\alpha$ and $\beta$ construct the eigenvectors and represent the weighting coefficients of the cavity photon and exciton for each polariton state, where $|\alpha|^2 + |\beta|^2 = 1$. The Hopfield coefficients which indicate the exciton and photon fraction in each LP and UP are given by the amplitude squared of the coefficients of eigenvectors ($|\alpha|^2$ and $|\beta|^2$).
Figure 4.3. Monolayer exciton-polariton. (a) The optical microscope image of the SiN metasurface with hBN-capped WSe$_2$ transferred (scale bar: 20 μm). The black lines outline the metasurface and the orange lines outline the monolayer WSe$_2$. The hBN is hardly observed under the microscope due to poor optical interference. (b) Simulated vs experimentally measured angle-dependent reflection spectrum. Anti-crossing is observed at $k_x \sim 2.4 \, \mu\text{m}^{-1}$. (c) Example of a fit reflection spectrum at $k_x = 2.4 \, \mu\text{m}^{-1}$, the Fano-resonance of the lower polariton (LP) and upper polariton (UP) are observed. (d) Fitting for the anti-crossing: a Rabi splitting value of the 18 meV is extracted. (e) Hopfield coefficients of the LP branch, which show the exciton and photon fraction in the polariton. (f) PL emission also shows the anti-crossing: LPB emission is brighter than UPB due to the thermal equilibrium condition.
Since we measured $E_{cavity}$ before the transfer of WSe$_2$ and $E_{LP,UP}$ after the transfer, the independent parameters in our fit are $\gamma_{exc}$, $E_{exc}$, $g$ and $\gamma_{cav}$. During fitting, we shifted the cavity resonance ($E_{cavity}$) to account for the effect of the hBN and temperature-dependence of the cavity resonance. Through the fitting, we extracted $E_{exc} = 1.728eV$, $\gamma_{exc} = 6.1 meV$, $\gamma_{cav} = 8.3 meV$ and $g = 9.1 meV$. We also calculated the Rabi splitting $\hbar \Omega_{Rabi} = 2 \sqrt{g^2 - \frac{1}{4} (\gamma_{exc} - \gamma_{cav})^2} = 18 meV$. This value is of the similar magnitude of the values reported using one-dimensional photonic lattice [164,165]. The value is also in remarkably good agreement with the theoretical calculation shown in the above section.

We then compared the dissipation rate with the interaction strength to confirm that we are indeed in the strong-coupling regime. The conditions to reach strong coupling are:

$$g > |\gamma_{exc} - \gamma_{cav}|/2 \text{ and } g > \sqrt{(\gamma_{exc}^2 + \gamma_{cav}^2)/2}, \quad (4.8)$$

Clearly, the extracted parameters ($\gamma_{exc} = 6.1 \text{ meV}$, $\gamma_{cav} = 8.3 \text{ meV}$ and $g = 9.1 \text{ meV}$) satisfy above two criteria. We also measured photoluminescence (PL) and observed the anti-crossing in PL (Figure 4.3b). The PL is brighter at LPB than UPB as expected from the thermal equilibrium condition [183]. We then calculated the angle-dependent Hopfield coefficient ($\alpha$ and $\beta$) from the coupled-oscillator model (Equation 4.6). Figure 4.3e shows the Hopfield coefficients of the LPB. The LPB is more photon-like for $k_x < 2.4 \mu m^{-1}$ and more excitonic-like for $k_x > 2.4 \mu m^{-1}$.

The nano-patterned subwavelength structure can also produce a directional polariton emission in the far-field. Here we focus on the emission from the lower polariton since it is significantly brighter than the upper polariton. A 720 nm long-pass filter is placed at the collection path to block the signal from the pumping beam and the upper polariton. Figure 4.4a shows the back focal plane image of the spatial distribution of the collected signal. Different from the emission pattern of an
in-plane exciton on an unpatterned substrate [184], the polariton emission shows a unique pattern: The metasurface diffracts the PL signal directionally along $k_x$ and $k_y$ axis. We also simulate the diffraction pattern in FDTD simulation (Figure 4.4b). The circumference of each figure represents the numerical aperture of the objective lens in the momentum space (NA = 0.6). We observe qualitative agreement between the experiment and simulation. We notice that the intensity of the diffraction pattern around the circumference is weaker than the experiment. This discrepancy comes from the fact that in simulation we are averaging the diffraction pattern for each wavelength inside the emission range assuming all wavelengths have identical intensity. However, in experiment, the monolayer PL emission intensity at different wavelengths is different. Interestingly, if we change the lattice into a hexagonal one, the simulated far-field emission pattern dramatically changes into a star-shape (Figure 4.4c). Such ability to tailor the far-field emission pattern could be useful for polariton light-emitting devices.

Figure 4.4. Far-field emission pattern. (a) Back focal plane (BFP) image of the far-field emission. Different from the excitonic emission of a monolayer on a unpattern substrate, the polariton emission shows a unique pattern due to the diffraction effect of the nanophotonic structures. (b) FDTD-simulated BFP image from the same metasurface structure. (c) FDTD-simulated BFP image from a hexagonal photonic lattice.
4.4 Meta-optical engineering of the exciton-polariton

A unique property of our metasurface-based EP is the ability to engineer the Rabi splitting, the polariton dispersion and the far-field emission pattern by exploiting the large number of degrees of freedom offered by the nanopatterned photonic structures. Here, we systematically study how the properties of the EP can be tailored by engineering the optical meta-atoms.

We first study the effect of the metasurface thickness to the light-matter interaction strength. Different from the traditional DBR-sandwiched monolayer platform, the WSe$_2$ is evanescently coupled with the metasurface. The light-matter coupling strength ($g$) is proportional to the electrical field at the surface of the meta-atoms. This effect could be quantified by normalizing the electrical field on each meta-atom to its vacuum energy as [185,186]:

$$\int_{\text{meta-atom}} \varepsilon |\psi|^2 dV = \hbar \omega, \quad (4.9)$$

Here, $\varepsilon$ is the dielectric function of the meta-atom and the $\psi$ is the electric field. $\hbar \omega$ represents the vacuum energy of the GMR supported by the meta-atom. This equation indicates that a well-confined mode leads to a large normalized electric field amplitude. However, the surface field also suffers from a stronger exponential decay in the out-of-plane direction as the confinement becomes stronger. Here we define ‘surface field’ as the electric field at the surface of the meta-atom with which the WSe$_2$ monolayer would interact:

$$\psi_{\text{avg}} = \frac{1}{a^2} \int_{\text{surface}} |\psi| dS, \quad (4.10)$$

where $a$ is the period of the meta-atom.

As a result, there is a trade-off between the amplitude of the normalized electric field and the amount of surface field. We simulated the eigenmodes in the meta-atom with different thickness
using COMSOL Multiphysics and normalized the electric field according to the Equation 4.9, and then calculate the surface field via Equation 4.10.

The results are shown in the Figure 4.5a, the surface field amplitude slightly increases as the thickness increases from 65nm to 100nm, and then decreases with the further increase of the slab thickness. The results indicate a slab thickness ~100nm would be the optimal thickness for enhancing light-matter coupling in our platform. To further validate our result, we simulated the Rabi splitting of the WSe$_2$ coupled with the meta-atom with various thicknesses via RCWA simulation. The period of the meta-atom is adjusted while the thickness is changed to match the photonic resonance to the WSe$_2$ exciton wavelength (715nm). The trend of the Rabi splitting qualitatively matches with the trend of the normalized surface electric field (Figure 4.5a).

![Figure 4.5](image.png)

Figure 4.5. Meta-optical engineering of the exciton-polariton. (a) Slab thickness-dependent Rabi splitting and normalized E field. The results indicate a slab thickness ~100nm would be the optimal thickness for enhancing the light-matter coupling strength in our platform. (b) The effect of the duty cycle of the hole in the meta-atom to the polariton decay rate. A small duty ratio would
effectively suppress the polariton decay rate into the free space. (c) A unique W-shape polariton dispersion in our platform (The white dash line).

We then explored the effect of the duty cycles of the hole (defined as the ratio of the hole diameter to the lattice periodicity) to the polariton decay rate. We simulated the photon decay rate as a function of the duty cycle with a fixed period and found the decay rate increases when the hole size becomes larger (Figure 4.5b). Using the photon decay and experimentally extracted exciton decay rate, we calculate the polariton decay rate and find that the decay rate is suppressed with a small duty cycle. More advanced subwavelength engineering of the meta-atom could further dramatically suppress the polariton decay [187].

We then analyzed the effect of the polarization and the periodicity in the EP system. Different from 1D photonic lattice, the s and p polarizations are degenerate at normal incident \((k_x = 0)\) due to the intrinsic symmetry of our metasurface. This degeneracy is lifted with gradually increasing \(k\) value. Such degeneracy would allow the study of valley-polariton [142]. A rich cluster of dispersion behavior, including linear, parabolic and W-shape dispersion, is supported in the momentum-space of the EP system. The various slopes of dispersion favor future study of our EP platform both in the high and slow group-velocity regime, with application in ballistic propagation of polaritons [188] and Bose–Einstein condensation\(^6\)1. Figure 4.5c showed the simulated absorption spectrum of another WSe2-metasurface structure (thickness of 130 nm, period of 463 nm, duty ratio of 0.5) where the coherent coupling of the exciton to a ‘W-shaped’ dispersion is observed (the white dash line), with applications in the future study of momentum-space Josephson effect\(^6\)2 and micro-optical parametric oscillation\(^6\)3.
In conclusion, we demonstrated EPs in atomically thin WSe$_2$ strongly coupled to the GMR in a SiN metasurface. The strong coupling regime is probed via energy-momentum spectroscopy on the WSe$_2$-metasurface sample, and a coherent light-matter interaction strength of $\sim$18meV is measured. Finally, we showed that the Rabi splitting, the polariton dispersion and the far-field emission pattern could be tailored by subwavelength-scale engineering of the meta-atoms in the metasurface. Our platform opens the door for the future development of novel EP devices by advanced meta-optical engineering.
Chapter 5 Conclusion and future direction

In conclusion, we study the light-matter interaction on the hybrid SiN photonics platform with two emerging materials: colloidal QDs and monolayer TMD. We couple the quantum-confined excitons in these materials with integrated SiN photonic cavities to enhance the light-matter interaction, for future applications in cavity-enhanced light sources [189], ultra-low power nonlinear optics [23], and quantum many-body simulations with interacting photons [80]. For colloidal QDs, we demonstrate a deterministic positioning mechanism on SiN photonic crystal nanobeam cavity and observe the Purcell enhancement and saturable photoluminescence. For monolayer TMD, we demonstrate the strong coupling between the excitons with a SiN metasurface. A Rabi splitting of 18 meV is observed which matched well the numerical simulation. Apart from the light-matter interaction, we also explore tunable SiN integrated cavities and demonstrate the large thermal tuning of a polymer embedded SiN nanobeam cavity, together with the active tuning of a heterogenous photonic molecule.

Following are some of the future directions inspired by this thesis:

- Deterministic Positioning of a Single Quantum Dot: In Chapter 2, we deterministically positioned an ensemble of QDs on the SiN cavities. To further explore the quantum-emitter nature of the colloidal QDs, the deterministic positioning of a few/single QD is appealing. For example, by making the windows smaller (~50 nm) and synthesizing giant QDs (~50 nm diameter) [78], the number of QDs landing inside the windows could be effectively reduced. Recently, deterministic positioning of a single colloidal QD on an integrated photonics waveguide has also been demonstrated [165]. The fabrication processes are similar to our work in Chapter 2, with an additional lift-off process to clean the residual
QDs landing outside the targeted site. This lift-off process allows for iterative polymer resist patterning, which provides a viable method to position single emitters at predefined positions in a photonic integrated circuit with a yield that approaches unity. Moving forward, more advanced deposition methods such as Langmuir−Blodgett deposition [67] could be applied to precisely control the layer number and the uniformity of a QD thin film, leading to a higher yield and better reproducibility. Novel nanophotonic design could also improve control over the coupling to QDs [191]. For example, a nano-pocket design inside the nanobeam cavity has been recently demonstrated, where a low mode volume and high coupling efficiency are simultaneously achieved. Together with the above-mentioned active tuning mechanisms of the integrated photonic devices, deterministically positioned colloidal QD systems are promising for future scalable cavity quantum electrodynamics platforms.

- Nonlinear Polaritonic Metasurface for Quantum Simulation: The idea of quantum simulation as proposed by Feynman is to simulate a complex quantum system with another quantum system that is more readily controlled. A critical need for such quantum simulation is to create a lattice of quantum nodes [192]. The interplay of nonlinear interaction between light at each node and coherent coupling between each node is at the heart of many quantum simulation methods. The above configuration could be realized by an array of coupled InGaAs/GaAs micropillars-based EPs with on-site excitonic nonlinearity [193,194]. However, InGaAs/GaAs EPs only work under cryogenic temperature due to the small exciton binding energy. The monolayer EPs discussed in Chapter 4 provide opportunities for room temperature operation. The on-site excitonic nonlinearity of DBR-based monolayer EPs has been actively studied [195,196], yet few
experiments have been performed with the metasurface-based EPs. Together with the under-explored nonlinearity, the ability to sculpt the polaritonic dispersion and polariton lifetime on the metasurface platform provides extra opportunities to study exotic physics, such as flat-bands [197] and momentum-space Josephson effects [198]. Recent demonstrations of topological polaritons in a two-dimensional metasurface platform also provide the opportunity to merge topological physics with nonlinear EPs in the future [199,200].
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