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1.  Introduction

Solving strongly correlated quantum many-body systems 
exactly is a formidable task. One promising approach is to 
mimic such complicated systems using another simpler and 
easily controllable quantum system, as envisioned by Feynman 

[1]. To that end, the first demonstration of quantum phase trans
ition with ultracold atoms in an optical lattice sparked a large 
body of research on quantum simulation in ultracold atomic 
systems [2, 3]. Interacting photons also provide a unique and 
distinctive platform to study strongly correlated quantum many-
body systems [4–8]. The main idea behind this approach is to 
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Abstract
Quantum simulation is a promising approach to understanding complex strongly correlated 
many-body systems using relatively simple and tractable systems. Photon-based quantum 
simulators have great advantages due to the possibility of direct measurements of multi-
particle correlations and ease of simulating non-equilibrium physics. However, interparticle 
interaction in existing photonic systems is often too weak, limiting the potential for quantum 
simulation. Here we propose an approach to enhance the interparticle interaction using 
exciton-polaritons in MoS2 monolayer quantum dots embedded in 2D photonic crystal 
microcavities. Realistic calculation yields optimal repulsive interaction in the range of 1–10 
meV—more than an order of magnitude greater than the state-of-the-art value. Such strong 
repulsive interaction is found to emerge neither in the photon-blockade regime for small 
quantum dot nor in the polariton-blockade regime for large quantum dot, but in the crossover 
between the two regimes with a moderate quantum-dot radius around 20 nm. The optimal 
repulsive interaction is found to be largest in MoS2 among commonly used optoelectronic 
materials. Quantum simulation of strongly correlated many-body systems in a finite chain of 
coupled cavities and its experimental signature are studied via the exact diagonalization of 
the many-body Hamiltonian. A method to simulate 1D superlattices for interacting exciton-
polariton gases in serially coupled cavities is also proposed. Realistic considerations on 
experimental realizations reveal advantages of transition metal dichalcogenide monolayer 
quantum dots over conventional semiconductor quantum emitters.
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create an interacting ‘quantum fluid of light’ [9] via a coupled 
network of nonlinear photonic cavities [4–11]. Advantages of 
photonic quantum simulators include much higher energy scale 
and faster operations, available non-destructive techniques for 
direct measurements of quasiparticle properties via spatial- and/
or time-resolved multi-photon correlation functions, and abun-
dant optical methods for coherent control [9, 12]. Such multi-
particle correlation measurement is extremely difficult in both 
cold-atomic gases and strongly correlated electronic materials. 
These advantages yield great promises for photonic quantum 
many-body simulation as a way to understand the role of many-
body quantum entanglement in Mott insulators which remains 
an outstanding challenge to fundamental physics [13].

Polariton, a quantum superposition of a photon and an 
exciton, emerges in hybrid strongly coupled systems of photonic 
microcavity and semiconductor excitons [11, 14]. The com-
posite nature of polaritons leads to various unusual properties, 
such as high-temperature Bose–Einstein condensation (BEC) 
[14–17], and enhanced optical nonlinearity for applications in 
all-optical diodes [18] and transistors [19]. However, optical 
nonlinearity in those systems generally requires high polariton 
densities. Achieving optical nonlinearity at the single photon 
level requires significant reduction of the cavity mode-area/
volume and optimization of the optoelectronic material (typi-
cally forming a semiconductor quantum dot (QD)) [20]. Note 
that, such single photon nonlinearity is necessary to realize the 
aforementioned photonic quantum simulators. Photon blockade, 
the effect where a single photon repels other photons, has been 
observed using a very small QD coupled to a cavity [21–24]. 
In those systems, Pauli blockade forbids double-occupancy of 
excitons, hence the interaction between polaritons is simply 
given by the energy difference between free polaritons and 
the Pauli blockade polaritons, i.e. Upl = (2 −

√
2)�Ω, where 

�Ω denotes the exciton–photon interaction strength [21–23]. 
However, the area of QD ∼ (10 nm)2, is much smaller than 
the modal area of the optical cavity, leading to much reduced 
light-matter interaction and polariton–polariton repulsion. The 
state-of-the-art value of polariton repulsive interaction in the 
photon-blockade regime is less than 0.1 meV [24]. Thus an 
important challenge for polariton quantum many-body simula-
tion is to realize much stronger repulsive interaction.

In this work, we propose an optoelectronic architecture 
to realize polariton repulsion much larger than the state-of-
the-art value, 1 ∼ 10 meV, using exciton-polaritons based 
on monolayer MoS2 QDs embedded in slab photonic crystal 
cavities. The strength of the repulsive interaction varies with 
the quantum dot radius due to the competition between the 
exciton–photon interaction and the exciton–exciton repulsion. 
It is found that the strongest repulsive interaction emerges nei-
ther in the photon-blockade regime for small QDs nor in the 
polariton-blockade regime for large QDs, but in the crossover 
between the two regimes. An optimal quantum dot radius is 
found as  ∼20 nm. Similar trends are found for other common 
materials such as GaAs, InAs, CdTe, and GaN. Nevertheless, 
MoS2 provides the largest nonlinearity, thanks to strong light-
matter and exciton–exciton interactions. We further investigate 
possible experimental consequences of quantum simulation in 
a chain of coupled cavities using exact diagonalization of the 
many-body Hamiltonian. In addition, a method for simula-
tion of superlattices in coupled cavities is proposed and the 
regimes for Mott transition is estimated using single- and two-
particle analysis. Realistic considerations for fabrication and 
measurements reveal advantages of transition metal dichalco-
genide (TMD) monolayer semiconductors over conventional 
optoelectronic materials.

2.  Material and photonic architecture

The proposed architecture is illustrated in figure  1(a). The 
cavity is formed by a point defect in a 2D hexagonal photonic 
crystal slab, also known as the H1 cavity [25] (see appendix 
A). The fundamental mode of the H1 cavity is non-degenerate. 
Because of this fact and the time-reversal symmetry, the cavity 
photon is a 50%–50% mixture of the left- and right- circular 
polarizations. Thus the cavity photon couples equally with the 
two valleys of MoS2. In the quasi-equilibrium states of the 
exciton-polariton, the valley coherence is maintained during 
the exciton-polariton lifetime. Since the cavity suppresses the 
exciton radiative decay, the exciton-polaritons are expected to 
have longer lifetimes. Exciton-polariton decay in this regime 
is mainly caused by the nonradiative recombination of exciton 
[51], which takes more than 70 ps in MoS2. The MoS2 QDs 

Figure 1.  (a) Cavity-QD hybrid system for strongly interacting polaritons. Upper panel: The H1 cavity will be realized using a thin 2D 
photonic crystal slab. A MoS2 QD is placed at the center of the cavity. Lower panel: In-plane electric field distribution in the x-z plane  
(field outside the membrane is not plotted). The position of the MoS2 QD is illustrated using a schematic of atomic structure of MoS2.  
(b) Exciton–exciton interaction UX, exciton–photon interaction �Ω, and polariton–polariton interaction Upl as functions of the QD radius rX 
for MoS2 with zero detuning.

J. Phys.: Condens. Matter 29 (2017) 445703



H-X Wang et al

3

can be fabricated by patterning a MoS2 monolayer and placing 
the patterned film on top of the slab photonic crystal cavity. 
A network of the cavity-QD hybrid structure forms an inter-
acting polariton lattice system, which is described by the fol-
lowing Hamiltonian [9]

H =
∑

i

[
�ωcc†i ci + �ωXb†i bi + �Ω(cib

†
i + bic

†
i )

+
1
2

UXNi(Ni − 1)
]
− t

∑
〈i,j〉

c†i cj.

�

(1)

Here ωc is the frequency of the cavity mode, c†i  (b
†
i ) creates a 

photon (exciton) in the ith  cavity (QD), Ni = b†i bi stands for 
the exciton number operator, UX denotes the exciton–exciton 
repulsion, �Ω represents the exciton–photon interaction, and 
�ωX = 1.87 eV is the exciton energy in MoS2 QDs. We assume 
that ωc is identical for each cavity and ωX is the same for each 
MoS2 QD. The effects of fluctuation and disorder will be con-
sidered later. From [14, 17], the exciton–photon coupling is

�Ω =
dcv|φ(0)|

√
�ωc√

2ε0Lc
,� (2)

where dcv = 4.0 × 10−29 C · m is the interband dipole matrix 
element [17, 26] and |φ(0)| =

√
2/(πa2

B) is the exciton wave 
amplitude at zero electron-hole distance (aB = 1 nm is the 
exciton Bohr radius in MoS2 [27]). The exciton–photon coupling 
depends on the following quantity of the dimension of length,

Lc ≡
∫

c d�rε(�r)|�E(�r)|2∫
c dxdy|�E(x, y, z0)|2Θ(x, y, z0)

,� (3)

where ε(�r) is the position-dependent (relative) dielectric con-
stant, �E(�r) is the electric field of the cavity mode, and z0 is 
the z coordinate of the MoS2 monolayer. The Θ(x, y, z0) func-
tion, which takes into account the finite overlap between the 
QD and the cavity optical field, is unity in the QD region and 
zero outside [14]. The integrals are carried out within each 
cavity. The exciton–exciton interaction strength is given by 

[28] UX =
6Eba2

B
SX

, where Eb = 0.96 eV is the exciton binding 

energy and SX = πr2
X is the area of the circular MoS2 QD 

with radius rX. The last term in equation (1) describes photon 
hopping between nearest-neighbor cavities, where t is the 
hopping energy. Note that in the above formalism, the exciton-
polariton is approximately treated as uniformly distributed in 
the QDs (resulting in Θ(x) in equation (3) and the Sx factor in 
UX). More rigorous treatment with non-uniform distribution is 
equivalent to a correction of the effective area of the polariton, 
which affects the results marginally (see appendix B).

The designed H1 cavity has a slab thickness of 110 nm and 
a lattice periodicity of a = 190 nm to ensure that the funda-
mental TE mode is resonant with the MoS2 exciton (λX = 660 
nm; λX  is the photon wavelength in vacuum for frequency ωX). 
Gallium phosphide is chosen as the material for the slab pho-
tonic crystal cavity, due to its high refractive index (n = 3.2) 
and transparency in that wavelength range. The choice of 
H1 cavity is primarily motivated by its small mode-volume 
(∼0.45(λX/n)3) and mode area (∼ (λX/n)2).

3.  Effective Hamiltonian and polariton–polariton 
interaction

In the uncoupled limit, photon is itinerant and exciton is local-
ized. All interesting physics comes in when the light-matter 
interaction is turned on. In the regime when the light-matter 
interaction �Ω is much greater than the photon hopping t [7], 
the many-body quantum dynamics close to the ground state is 
constrained to the lower-polariton Hilbert space and one can 
truncate the full Hamiltonian (1) into the following effective 
Hamiltonian [9]

Hpl = −tpl

∑
〈i,j〉

a†i aj +
1
2

∑
i

Uplni(ni − 1).� (4)

Here tpl = tpc and ni = a†i ai with a†
i  being polariton creation 

operator. pc ≡ cos2[ 1
2 arccot( ∆

2�Ω )] is the photonic fraction of 
the lower polariton [9], where ∆ ≡ �(ωX − ωc) is the exciton–
photon detuning. The polariton–polariton interaction Upl is 
determined by the difference between the ground state energy 
of an isolated cavity with two quanta with and without the 
exciton–exciton repulsion, respectively [7],

Upl ≡ EGS(2q)− E(0)
GS (2q).� (5)

The ground state energy of the polaritonic system is calcu-
lated based on the following: The Hamiltonian of an isolated 
cavity with two energy quanta can be written in the basis of 
(|2, 0〉, |1, 1〉, |0, 2〉)T  (here |np, nx〉 with np + nx = 2 are the 
Fock states with np photons and nx excitons) as

H2q =




2�ωc
√

2�Ω 0√
2�Ω �(ωc + ωX)

√
2�Ω

0
√

2�Ω 2�ωX + UX


 .� (6)

The ground state of the above Hamiltonian consists of two 
interacting polaritons, of which the total energy is EGS(2q). 
When the interaction between exciton is turned off, UX = 0, 
the ground state of the Hamiltonian gives two noninteracting 

polaritons, with total energy E(0)
GS (2q). The difference between 

the two energies of the ground states is the interaction energy 
between two polaritons within a cavity.

In the literature, there are two distinct regimes in which 
photon antibunching were observed and studied: (i) the photon 
blockade regime [21–24] where the QD size is small and thus 
UX � �Ω, (ii) the polariton blockade regime [20] where the 
QD size is large and then UX � �Ω. Photon blockade was 
observed experimentally in cavity-QD hybrid systems using 
small InAs QDs where the value of exciton–photon coupling 
strength is small, �Ω � 0.16 meV [24]. In these systems the 
polariton interaction Upl is weak, Upl � 0.1 meV [24].

One of the main conclusions in this paper is that the max-
imum polariton–polariton interaction is not reached in the 
photon blockade regime where the exciton–exciton repulsion 
is very strong, nor in the polariton blockade regime where 
the light-matter interaction is very strong. As illustrated in 
figure 1(b), the polariton–polariton interaction Upl ramps up 
when the QD radius rX is small (the photon blockade regime). 
After reaching to a maximum value around rX = 20 nm, Upl 
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decays with the QD radius in the polariton blockade regime. 
The maximum value of Upl lies in the crossover between the 
two regimes. To the best of our knowledge such non-mono-
tonic behavior (also holds for other materials, see appendix C) 
is never reported before. This finding indicates that there is an 
optimal QD radius for strong polariton–polariton interaction 
in each optoelectronic material.

To understand the underlying physics, we calculate the 
spectrum and photon correlation of the isolated cavity with 
two energy quanta. The energy levels of the Hamiltonian equa-
tion (6), denoted as ε2q, as functions of the repulsive interac-
tion UX are given in figure 2(a). The photon blockade limit (i.e. 
when exciton repulsion UX is much larger than the exciton–
photon coupling �Ω) is represented by the dotted line. We find 
that the ground state energy EGS(2q) indeed increases with 
exciton–exciton repulsion UX (see figure 2(a)) and the photon 
antibunching is stronger in the strong exciton repulsion regime 
(see figure 2(b)). In this regime the first-order correlation func-
tion becomes greater than unity, as the manifestation of the 
projection out of the double exciton state (i.e. the 2nd excited 
state in figure 2(a)) due to strong exciton repulsion.

However, as shown in figure 1(b), strong exciton–exciton 
repulsion requires very small QD radius. Unfortunately for 
such small QD the light-matter interaction �Ω is very small 
(due to much reduced overlap between the exciton and the 

photon field) and the polariton–polariton repulsive interac-
tion is determined by Upl � (2 −

√
2)�Ω (see figure  2(c)). 

Thus the polariton interaction Upl is rather weakened with 
decreasing QD size in this regime, as indicated in figure 1(b).

In the other limit, when the light-matter interaction �Ω 
is much stronger than the exciton–exciton repulsion UX, the 
polariton interaction Upl is limited by the exciton–exciton 
repulsion UX (see figure 2(c)). In this regime, increasing the QD 
size leads to greater light-matter interaction �Ω but reduced 
exciton repulsion UX (since UX = 6Eba2

B/SX). Therefore, the 
polariton interaction Upl decreases with increasing QD size. 
Following these reasonings, the non-monotonic dependence 

Figure 2.  Crossover from polariton blockade to photon blockade. (a) Energy levels ε2q of the ground state (GS), the first and second 
excited states (EX1 and EX2) as functions of the exciton–exciton interaction UX for a single cavity with two energy quanta. We scale the 
interaction energy UX with the exciton–photon coupling �Ω. The dotted line denote the energy −

√
2�Ω, i.e. the GS energy in the photon 

blockade (PB) limit. (b) Photon correlation function g(1)(0) and g(2)(0) as functions of UX/(�Ω). (c) Polariton interaction energy Upl 
for various UX/(�Ω). (d) α and phase diagram of 1D interacting polaritons with zero detuning. The Mott insulator phase consists of two 
regions: the PB region and the polariton blockade (PoB) region. The phase boundary between BEC and Mott insulator is labeled by the 
solid curve, while the crossover between PB and PoB regions is labeled by the chained curve.

Table 1.  Properties of exciton-polaritons for MoS2, MoSe2, GaAs, 
CdTe, InAs, and GaN QDs in H1 cavity at zero exciton–photon 
detuning.

Material
Optimal 
Upl (meV) gX (meV) λX  (nm) U0

X (meV)

MoS2 0.85 36. 660 0.013
MoSe2 0.48 20. 790 0.0076
GaAs 0.32 11. 700 0.0082
CdTe 0.33 20. 750 0.0030
InAs 0.16 7.1 1310 0.0024
GaN 0.51 17. 340 0.014
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of the polariton–polariton interaction Upl on the QD size 
shown in figure 1(b) is an universal behavior for all quantum-
emitters. Indeed, we find that this behavior holds true for other 
common quantum emitters, such as GaAs, InAs, CdTe, GaN 
and MoSe2 QDs. The optimal polariton–polariton interac-
tion for all these quantum-emitters are listed in table 1. The 
calculation details and material parameters are presented in 
appendix C. We find that MoS2 is one of the best material 
for strong polariton–polariton repulsion. The other TMD 
material, MoSe2, is also very appealing fro strong polariton 
repulsion. We define and calculate the following quantities to 
measure the typical exciton–photon coupling, photon wave-
length, and exciton–exciton interaction strength,

gX ≡ dcv|φ(0)|
√
�ωX√

2ε0λX
, λX ≡ 2πc

ωX
, U0

X ≡ 6Eba2
B

λ2
X

.� (7)

Their values are also listed in table 1. We find that the exciton–
photon and exciton–exciton interactions are both very strong in 
MoS2, which leads to strong polariton repulsion Upl. The most 
promising IIIV semiconductor is GaN, which however has a 
very small photon wavelength λX . Therefore, it requires much 
smaller holes and lattice constant for the slab photonic crystal 
cavity, which is challenging to fabricate within current tech-
nology. Finally, we remark that if light-trapping in the cavity 
can be enhanced, i.e. the ratio of the mode area to λ2

X  can be 
decreased, the polariton repulsion can be further increased.

We now illustrate the phase diagram of the 1D inter-
acting polariton system at zero exciton–photon detuning in 
figure 2(d). The polariton Mott insulator phase exists in the 
region with simultaneous strong exciton–exciton interaction 
and strong exciton–photon interaction. The whole region can 
be separated into two regimes: the polariton-blockade regime 
and the photon-blockade regime. The crossover line (the dot-
dashed line) is determined by UX = �Ω. In the other regions 
the polariton–polariton interaction Upl is not strong enough 
to drive the Mott transition, hence the system is in the BEC 
phase of polaritons. The Mott-BEC phase boundary is evalu-
ated approximately via α = αc  (α ≡ tpl/Upl) with αc = 0.28 
for filling factor ν = 1 (i.e. one polariton per cavity) [29].

Using the material parameters of MoS2 QD, we calculate the 
polariton–polariton interaction Upl and the dimensionless param
eter α for various detuning Δ and QD radius rX (see figures 3(a) 

and (b)). The polariton–polariton interaction can be greater than 
1 meV for MoS2 for negative detuning. However, at too large 
negative detuning, the polaritons behave like an exciton, and 
impedes photonic quantum simulation as the photon addressa-
bility of the polaritons is significantly reduced. From figure 3(a) 
the accessible polariton repulsion can be as large as several meV. 
The dimensionless parameter α gives the parameter regimes for 
polariton Mott insulator, where the phase boundary is evaluated 
again via α = αc as indicated by the black curve.

To confirm the above findings, we performed full quantum 
optical simulation of a tuned single H1-cavity—MoS2-QD 
hybrid structure, in presence of the excitonic and photonic 
losses. In our simulations, the excitonic loss rate γX and pho-
tonic loss rate γc are assumed to be same (γX = γc = 2π  GHz).  
We numerically calculate the evolution of the density matrix 
by using the standard Lindblad formalism [30, 31]. The cal-
culated second-order correlation function g(2)(0) shows that 
the photon-antibunching takes place at the lower-polariton 
frequency ω = ωX − Ω, corresponding to a dip in the auto-
correlation function g(2)(0) (see figures  4(a) and (b)). This 
is consistent with both the pictures of photon blockade and 
polariton blockade. On the high-frequency shoulder close 
to the dip, there always exists a peak of the second-order 
correlation g(2)(0) (see figures  4(a) and (c)). This photon 
bunching corresponds to the resonant excitation of double 
occupancy of interacting polaritons (i.e. adding another polar-
iton to a cavity that already has one polariton). Therefore, 
the frequency difference between the peak and the dip, 
ωpeak − ωdip = ωpeak − ωX +Ω � Upl/�, gives a good evalu-
ation of the polariton interaction strength Upl. This frequency 
difference is indeed maximized for the QD radius slightly 
below 20 nm (see figure 4(d)). Both the photon antibunching 
at the dip and the bunching at the peak become very signifi-
cant for that optimized QD radius (see figures 4(b) and (c)).

4.  Quantum many-body simulation in a finite chain 
of coupled cavities

The effect of strong interaction between polaritons can be 
characterized by the second- and third- order correlation func-
tions which can be measured experimentally [12]. We have 

Figure 3.  (a) Polariton–polariton interaction Upl versus rX and exciton–photon detuning Δ. (b) α and phase diagram for strongly interacting 
1D polariton system for various MoS2 QD radius rX and exciton–photon detuning Δ with hopping energy t = 0.5 meV.
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studied such correlation functions for single cavities in the 
previous sections. We now show that these correlations can 
also extract useful information of the complex many-body 
ground state wavefunction of a finite 1D chain of serially 
coupled cavities.

We calculate the ground state wavefunction of a 1D lattice 
of interacting polaritons using exact diagonalization method. 
We use periodic boundary condition for N = 10 sites where 
each site can have a maximum of three polaritons. We note 
that for a chain of cavities, we did not consider loss, as a full 
master equation simulation of the whole chain is computation-
ally intractable due to extremely large Hilbert space. While 
this is a limitation of the present theoretical treatment, it is 
the same reason why quantum simulation is highly sought 
after. The ground state wavefunction of the system is very 
complex. It contains many kinds of long-range multi-particle 
entanglement [13]. A way to characterize such entanglement 
is to measure the multi-photon correlations. We calculate the 
following correlation functions using the many-body ground 
state obtained from exact diagonalization of the Bose–
Hubbard Hamiltonian (4):

g(2)
ij (0) =

〈a†i a†
j aiaj〉

〈a†
i ai〉〈a†j aj〉

,� (8)

g(3)
i �=j �=l(0) =

〈ninjnl〉
〈ni〉〈nj〉〈nl〉

,� (9)

where ni = a†i ai. In the regime where �Ω � t  the lower 

polariton picture is well-defined, the g(2)
ij (0) correlation func-

tion is proportional to the second-order photon correlation 

that can be determined via Hanbury Brown and Twiss mea-
surements. We calculate g(2)(0) and g(3)(0) for the ground 
state with various Upl/tpl (results are shown in figures  5(a) 
and (b)). The second-order correlation function at the same 
site g(2)

ii (0) decreases quickly with increasing Upl/tpl, which 
signifies photon antibunching due to strong polariton repul-
sion. On the other hand g(2)(0) at different sites increases with 
increasing Upl/tpl, consistent with the understanding that the 
Mott insulator state is mostly a product state (plus quantum 
fluctuations) with each site occupied by a single polariton. 
Figure  5(b) shows the build-up of g(3)(0) correlations with 
increasing Upl/tpl which signifies the localization of polari-
tons due to their mutual repulsion. Those correlation functions 
reveal the complex inter-particle entanglement in the strongly 
interacting polariton systems which can be sources for non-
classical, highly-entangled light.

We also computed the following structure factors

S1(k) =
1
N

∑
j

〈a†i aj〉eik(i−j)/N ,� (10)

S2(k) =
1
N

∑
j

〈ninj〉eik(i−j)/N ,� (11)

as well as the visibility fringes [5–7]

V1 =
S1|max − S1|min

S1|max + S1|min
,� (12)

V2 =
S2|max − S2|min

S2|max + S2|min
.� (13)

Figure 4.  (a) Second-order autocorrelation g(2)(0) versus optical frequency ω  for various QD radius for a MoS2 QD in a single cavity 
as calculated using the Lindblad formalism. The correlation function g(2)(0) has a dip (antibunching) at the lower-polariton frequency, 
ωX − Ω, and a peak (bunching) on the high-frequency shoulder close to the dip. (b) The minimum g(2)(0) at the dip, (c) the maximum 
g(2)(0) on the high-frequency shoulder versus the QD radius as extracted from (a). (d) The frequency difference (as converted to energy 
difference) between the dip and the peak versus the QD radius. The detuning of the quantum emitter and the photon cavity is ∆ = 0.

J. Phys.: Condens. Matter 29 (2017) 445703



H-X Wang et al

7

The results are plotted in figures 4(c) and (d). The visibility 
fringe V1 decreases dramatically with increasing Upl/tpl, 
which is the signature of the emergence of the Mott insulator 
state. On the other hand, the visibility fringe V2 increases only 
slightly with increasing Upl/tpl. The visibility fringe V1 has 
large contrast for the BEC and Mott insulator states because 
the BEC is a coherent state with long range single-particle 
correlation, while the Mott insulator is a gapped state with 
short-range single-particle correlation.

In the above, we discussed the phase diagram for inter-
acting polaritons in the limit of low-temperature equilibrium 
phases. The preparation of these phases may encounter real-
istic challenges. For example, there are photonic and exci-
tonic decays which cause dissipation and nonconservation 
of the quasiparticle number. This may be an issue or not, 
depending on the competition of time-scales of decay and 
other desired physical processes in the QD-cavity array (i.e. 
depending on the energy scales of the interaction and kinetic 
energy versus that of the decay rate). Also, as discussed in [5, 
6], the initial state can be prepared in the Mott insulator state 
via pulsed excitations, the transition into the superfluid state 
can be observed by adiabatic tuning of the hopping between 
cavities which can be controlled optically. Other discus-
sions on observing the Mott-insulator—superfluid transition 
through pulsed excitations are presented in [32]. If contin-
uous pumping is used to compensate the loss, the physics 
becomes much richer and depends on the specific pumping 
scenarios and parameters [33–38]. In these works, the driven-
dissipation effects are studied using Lindblad equations  for 
many polaritons, unlike the naive exact-diagonalization 
method employed here which is unable to include disspation 
in many-body systems. We nevertheless included the dis-
sipation in the study of photon-bunching and antibunching 

for various frequencies in a single cavity using the Lindblad 
equation as shown in figure 4.

5.  Quantum simulation of superlattices of coupled 
cavity arrays

We now introduce a method for quantum simulation of super-
lattices of serially coupled cavity arrays. This can be done via 
modulating the detuning, for example, by making the detuning 
at even (odd) lattice sites as ∆(−∆). The opposite detunings at 
two cavities modify the single particle spectrum and the effect 
of interaction. The single particle spectrum of a pair of such 
detuned cavities is plotted in figure 6(a). The splitting between 
the ground state and the first excited state is 

√
∆2 + t2 . Thus 

at large detuning |∆| the full Hamiltonian can be truncated 
into the Hilbert space of the lowest energy state of a pair of 
cavity. In this regime each pair of cavities contribute only one 
single particle state (see figure 6(b)). Therefore, at half-filling 
ν = 1/2 the polaritons system can have phase transition into 
the Mott insulator state if the interaction between polaritons 
is strong.

We calculate the many-body ground state of a finite 
chain of coupled cavities (with 10 cavities) for filling factor 
ν = 1/2 and ν = 1 by exact diagonalization of the many-body 
Hamiltonian with a cut-off of the single site Hilbert space at 
three bosons. From the ground state wavefunction, we can 
obtain the second-order correlation function g(2)(0) for the 
even sites and the odd sites. The averaged g(2)(0) is more 
relevant to experimental measurements since it is difficult to 
distinguish photons from the even site or the odd site. The 
significant reduction of the g(2)(0) correlation function below 
unity signifies the transition into the Mott insulator states. For 

Figure 5.  Second-order and third-order correlation function of the ground state of 1D Bose–Hubbard model equation (4). (a) Equal-time 
second-order correlation functions g(2)(0) at the same site (black curve) and for nearby sites (red and blue curves) versus Upl/tpl. (b) Equal-
time third-order correlations for nearby sites as functions of Upl/tpl. (c) The structure factor S1(k) for photon field and visibility fringe V1 
for different Upl/tpl. (d) The structure factor S2(k) for photon number and visibility fringe V2 for various Upl/tpl.
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half-filling, the Mott transition is facilitated by the staggered 
detuning, which is consistent with the superlattice picture. For 
ν = 1 filling, the effective filling factor at large detuning |∆| 
is 2. Since the Mott transition at higher filling factor requires 
larger interaction strength, the staggered detuning impedes 
Mott transition in the large detuning |∆| regime for ν = 1. Our 
numerical simulation is also inconsistent with a few-particle 
analysis in the appendix D.

6.  Realistic considerations on experimental 
realization

It is known that lack of control over self-assembled QDs 
positioning thwarts the scalability of the nonlinear polariton 
system. Deterministic fabrication and positioning of the 
QDs, by patterning a quantum well like structure can poten-
tially solve this problem. Unfortunately, such patterning of 
usual quantum wells degrades the exciton significantly [39]. 
Monolayer materials have been proven to be chemically and 
mechanically stable and robust [40–42], and can potentially 
circumvent these problems of usual optoelectronic materials.

The difficulties in precisely positioning QDs to the center 
of each cavity are due to incompatibility of the fabrication 
method of photonic crystal cavity and that of the QD. Recently 
new fabrication methods for MoS2 monolayer QDs was devel-
oped where size and position of QDs can be controlled much 
more precisely than previous methods using lithography [43]. 

The main advantages of using MoS2 monolayer QDs is its 
unique material compatibility, and robustness against etching 
(due to its mechanical and chemical stability) [44]. Recent 
works have demonstrated growth of a large area of monolayer 
material [45]. In practice one can start with such a large area 
of monolayer materials, and pattern it to create an array of 
quantum dots. The current state-of-the-art electron-beam tech-
nology can fabricate structure reliably with  ∼1 nm resolution. 
A large uncertainty comes from the etching of the quantum 
well. The extent of the lateral etching in quantum well is 
random, which gives rise to different size of quantum dots 
and thus different frequency. Monolayer materials provide 
an excellent opportunity, because due to their extreme thin-
ness, etching them is simple, and does not cause significant 
lateral etching. Hence, fabricating 20 nm radius quantum dot, 
and patterning them in an array with periodicity of  ∼200 nm 
is well within the current fabrication capability. In the experi-
ment, one can first fabricate the coupled cavity array, and then 
transfer the 2D material to the photonic chip. One can per-
form an overlay to align the monolayer quantum dots with 
the cavities. Note that, current electron-beam technology also 
provides an overlay accuracy of 1 nm. As the cavity lateral 
mode size is significantly bigger than 1 nm, the fluctuation in 
exciton–photon coupling due to QD positioning can be effec-
tively suppressed. Since the etching processes affect the pho-
tonic crystal cavity negligibly, this method also decouples the 
correlation between various parameters in our model.

Figure 6.  Quantum simulation in 1D Cavity-QD superlattices. (a) Single-particle energy spectrum of coupled double cavity. Inset: Left 
(right) is the exciton (cyan), cavity (orange), lower polariton (black) energy levels for the even (odd) sites. The detuning at the even sites 
is positive, while at the odd sites it is negative. The energy difference between lower polariton levels in the two different sites is just the 
detuning Δ. (b) Hopping energy tpl/t and the probability at even site Pe as functions of the detuning. Parameters for (a) and (b): t = 1 meV 
and �Ω = 10 meV. (c) The correlation function g(2)(0) (averaged over the odd and even sites) as a function of the staggered detuning and 
the interaction strength for filling factor ν = 1/2 in a finite chain of ten sites. (d) Similar to (c) but with filling factor ν = 1.
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The main dissipation mechanisms in the coupled-cavity-
array system come from the finite exciton and photon life-
times [14]. The state-of-the-art fabrication technology of 
photonic crystal cavity has enabled good control of cavity fre-
quency and very high quality factors (over one million) [46]. 
With such fabrication technology, one can have good control 
of cavity resonance with wavelength uncertainty below 1 nm 
[46]. The finite lifetime due to exciton non-radiative decay is, 
however, a major challenge. Note that recent works have dem-
onstrated good surface passivation to reduce the non-radiative 
recombination [47]. These experimental advancement encour-
ages us to believe that the exciton nonradiative decay in the 
QDs can be as long as the exciton lifetime in the monolayer  
(�70 ps). At sub-1 K temperature, exciton nonradiative decay 
is further suppressed, which is negligible as the resulting 
exciton linewidth is much smaller than other energy scales 
such as tpl and Upl (∼1 meV).

In realistic MoS2 QD-cavity systems, the MoS2 QD may 
form not just in a monolayer but in multiple layers. The latter 
situation corresponds to stacking of several monolayer QD 
together (thus the exciton–photon interaction in these layers 
are the same). Most often there can be 1, 2, and 3 layers. We 
shall study the effect of multilayers on the polariton–polariton 
interaction Upl within a cavity, which is calculated using 
equation  (5). Since the nature of interlayer exciton–exciton 
interaction is unknown, we use a parameter VX to characterize 
this interaction between excitons in adjacent QDs. Let us 
first consider the limit with VX = 0 as shown in figure 7(a). 
Our calculation gives that the polariton repulsive interaction 
Upl decreases with increasing number of layers. This is true 
for both photon-blockade and polariton-blockade regimes. 
Physically, this is because without interlayer interaction, 
polaritons tend to spread over multiple layers to reduce the 
repulsive interaction and the ground state energy. For finite 
interlayer interaction VX, the polariton repulsion in multi-
layer QDs increases with increasing VX. The layer numbers 
become irrelevant when VX � 0.6UX. Polariton repulsion can 
be enhanced in multilayer QDs for larger VX which we believe 
is unlikely to be realistic, since VX is supposed to be smaller 
than UX.

7.  Conclusion and discussions

We propose realizing strongly interacting polariton systems 
based on MoS2 QD coupled with the H1 photonic crystal 
cavity. The material design enables simultaneous realization 
of strong exciton–photon coupling and strong exciton–exciton 
repulsion. This advantage results in polariton interaction one 
order of magnitude stronger than in the state-of-the-art single-
photon quantum optical systems. The strongly interacting 
polariton systems can serve as a platform for quantum simula-
tion of many-body entanglement and dynamics at the energy 
scale of meV and light sources of highly-entangled, non-clas-
sical photons. We discovered that the optimal polariton inter-
action is realized near the crossover between photon blockade 
and polariton blockade for single-QD in each cavity.

The fluctuation effects may cause difficulties in realiza-
tion of quantum phase transition from BEC to Mott insulator. 
On the other hand, it was shown that fluctuations in coupled 
cavity systems can lead to polaritonic glass phases [7]. The 
interplay between disorder and interaction effects in localiza-
tion of bosonic particles is an interesting physics problem that 
has been studied for a long time but unsolved. This regime 
is also related to many-body localization which is an area 
gaining significant attention recently [48]. In the other limit, 
even a few coupled cavities [44] can provide a platform for 
quantum simulation of strongly interacting few-particle bos-
onic systems and serve as multi-photon entanglement light 
sources [49]. Finally, we remark that recent experiments have 
shown that exciton–exciton interaction can be tuned via the 
density of coexisting electrons (or holes) in QDs [50], offering 
additional tunability of the system.
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Appendix A.  Structure of the H1 cavity

The H1 cavity is designed in [25] which simultaneously has 
small modal volume, high Q-factor, and considerable cou-
pling to detective optical apertures and fibers. The balance 
of those advantages enable strong light-matter interaction, 
photon/polariton blockade, and optical measurement facili-
ties. The structure of the H1 cavity is illustrated in figure A1. 
The mother board is a 2D triangle lattice photonic crystal 
membrane with thickness h = 0.58a where a is the lattice 
constant. Most of the air holes have radii of r = 0.3a. The 
localized cavity mode is formed by filling the central air hole. 
To optimize the properties of the cavity mode the six air holes 
close to the center of the cavity have reduced radii r′ = 0.21a. 
In addition, they are shifted away from the center of the cavity 
[25] by 0.085a. The fundamental mode is a dipole-like mode 
of which most of the electromagnetic energy is in the elec-
tric field along the y direction [25]. This mode has frequency 
0.292πc

a  and Q-factor of 15 000.
The energy scale of interaction and photon hopping 

must be much greater than the linewidths of cavity photon 
and QD exciton for quantum simulation to survive photon 
and exciton decay. The H1 cavity can have quality factor 
as high as 2 × 104 [25], allowing energy resolution as low 
as 0.05 meV. The exciton decay in the cavity is dominated 
by exciton nonradiative relaxation. In monolayer MoS2 the 
nonradiative decay lifetime is about 70 ps [51], providing a 
lower bound on the hopping and interaction energy of 0.01 

meV. We consider the regime with hopping energy in the 
range 0.5 ∼ 1 meV [52].

Appendix B.  Quantum confinement effect  
on exciton-polaritons

We have ignored the quantum nature of exciton (center-of-
mass) wavefunction in estimations in the main text. If we con-
sider a cylindrical QD, the ground state wavefunction is of 

the form, ψ(r) = 1.087
R J0(2.405 r

rX
) [20] where J0 is the zeroth 

order Bessel function. The effective area of this wavefunc-
tion is S = π(0.69rX)

2. The effective radius is then reduced to 
0.69rX. Therefore, the optimal polariton repulsive interaction 
for MoS2 in figure 1(b) can be realized for rX � 20 nm which 
is achievable within the current fabrication technology [43].

The confinement also modifies the exciton energy 
EX ≡ �ωX. If excitons and photons are nearly in resonance, 
the photon energy �ωc is also different. The exciton–photon 
interaction, which depends on �ωc, is also modified. We 
need to examine how much modification of EX is introduced 
by the confinement. The result is presented in figure  B1, 
where we estimate the change of the exciton energy via, 

δEX ∼ �2π2

2r2
Xme

+ �2π2

2r2
Xmh

. The effective mass for electron and hole 

are me = 0.346m0  and mh = 0.441m0, respectively [60]. We 
plot δEX/EX as a function of rX in figure B1. It is seen that the 
modification is within  ∼1%, which means the confinement 
correction to exciton–photon coupling is negligible. However, 
the confinement may have significant effect on the fluctuation 
of the exciton energy if QD size fluctuates considerably. It 
was demonstrated in a recent experiment that precise control 
of QD size is achievable and the variation of QD size can be 
much reduced [43].

Appendix C.  Comparison with other strong  
light-matter interacting materials

The dipole matrix element dcv of MoS2 is deduced from 
the experimentally measured exciton–photon interaction in 
Fabry–Pérot cavity [53]. The Fabry–Pérot cavity is made of 
SiO2/Si3N4 distributed Bragg reflector, in the middle there are 
two SiO2 spacer layers above and below the MoS2 monolayer. 

Figure A1.  (a) Top-down view of the H1 cavity. The cavity is 
fabricated from a mother board of 2D triangle photonic crystal 
membrane. The lattice constant of the photonic crystal is a (b). The 
thickness of the film is h = 0.58a. (c). The radii of most of the air 
holes are r = 0.3a. The H1 cavity is formed by filling the central 
hole and reducing the radii of the nearest six air holes to r′ = 0.21a. 
Those holes are shifted away from the center of the cavity by 
0.085a.

Figure B1.  Modification of exciton energy δEX/EX as a function of 
QD radius rX for MoS2 QD.
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We calculate the electric field intensity at the center of the 
cavity and determined the parameter dcv by fitting the exciton–
photon interaction to be 31.5 meV as measured in [53]. The 
Bohr radius of exciton in MoS2 is aB = 1 nm as from [27]. 
The material parameters of GaAs and InAs are from the effec-
tive mass calculation using parameters in [54]. For CdTe the 
parameters are adopted from [14, 54]. The parameters for 
MoSe2 is from [17, 26]. For GaN, the material parameters are 
derived from [55–57].

In figure C1 we plot the dependence of the exciton–photon 
interaction �Ω, exciton–exciton interaction UX, and interaction 
between polaritons Upl as functions of the QD radius rX for 
GaAs, InAs, CdTe, MoSe2, and GaN when exciton and photon 
are in resonance. The optimal interaction between polaritons 
is estimated from those figures for various materials. The mat
erial parameters are adopted from experiments [55–58] and 
standard semiconductor handbooks [59]. The same H1 cavity 
is exploited for all materials (but with different lattice constant 
to ensure the resonance between exciton and cavity photon).

Material parameters of GaAs, CdTe, MoSe2, GaN and 
MoS2 are listed in table  C1. Here l is the thickness of the 
QDs along the z (growth) direction, dcv is the interband dipole 
matrix element, |φ(0)| is the exciton wave amplitude at zero 
electron-hole distance, �ωX  is the exciton energy, aB is the 
exciton Bohr radius, and Eb is the exciton binding energy.

Since the exciton is set to be nearly in resonance with 
the fundamental mode of the H1 cavity, the ratio a/λX  is a 
constant. The quantity gX is a good measure of the exciton–
photon interaction, and U0

X is a good measure of the exciton–
exciton interaction. From gX we know that MoS2 possesses 
the strongest exciton–photon interaction among the materials 

Figure C1.  Exciton–exciton interaction UX, exciton–photon interaction �Ω, and polariton–polariton interaction Upl as functions of the QD 
radius rX for GaAs (a), CdTe (b), GaN (c), MoSe2 (d), InAs (e), and MoS2 (f).

Table C1.  Material parameters for GaAs, CdTe, InAs, MoSe2, GaN 
and MoS2 in H1 cavity at zero exciton–photon detuning.

Material
l  
(nm)

dcv  
(C · m)

|φ(0)| 
(m−1)

�ωX  
(eV)

aB 
(nm)

Eb 
(meV)

MoS2 0.65 4.5 × 10−29 0.80 × 109 1.87 1.0 960.

MoSe2 0.7 3.6 × 10−29 0.66 × 109 1.57 1.2 550.

GaAs 3.0 12. × 10−29 0.098 × 109 1.76 8.4 9.5

CdTe 3.0 10. × 10−29 0.23 × 109 1.65 3.5 22.9

InAs 3.0 18. × 10−29 0.08 × 109 0.944 10. 7.0

GaN 1.3 5.6 × 10−29 0.31 × 109 3.62 2.6 40.

Figure D1.  Quantum simulation in 1D Cavity-QD superlattices.  
α and the phase diagram as functions of UX and Δ. Parameters: 
t = 1 meV and �Ω = 10 meV.
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listed in table 1. From the quantity U0
X one can deduce that the 

exciton–exciton repulsion is the second strongest (only weaker 
than GaN). However, the wavelength for exciton emission in 
GaN is about half of that in MoS2. Therefore the geometry 
scale of the H1 cavity for GaN is half of that of MoS2, making 
fabrication of the H1 cavity for GaN more challenging. From 
this table one can already deduce that the optimal polariton 
interaction is largest in MoS2.

The advantages of MoS2 monolayer QD also include the 
chemical and mechanical stability, the state-of-the-art fabrica-
tion technology that allows control of the position and of the 
lateral size of the QD [43], atomically-thickness, and spin-
valley polarization [43].

Appendix D.  Hamiltonian for superlattices  
of cavity–quantum-dot structures

The primary units of the superlattice is a pair of coupled cavi-
ties. We now compute polariton interaction Upl in one such 
unit via equation (5). The ground state energy of two energy 
quanta in a pair of coupled cavities is obtained by diagonal-
izing the following Hamiltonian

H = 2�ωX 1̂ +




0 �Ω �Ω 0 −
√

2t 0 0 −
√

2t 0 0
�Ω −∆ 0 �Ω 0 −t 0 0 0 0
�Ω 0 ∆ �Ω 0 0 0 0 −t 0
0 �Ω �Ω 0 0 0 0 0 0 0

−
√

2t 0 0 0 2∆
√

2�Ω 0 0 0 0
0 −t 0 0

√
2�Ω ∆

√
2�Ω 0 0 0

0 0 0 0 0
√

2�Ω UX 0 0 0
−
√

2t 0 0 0 0 0 0 −2∆
√

2�Ω 0
0 0 −t 0 0 0 0

√
2�Ω −∆

√
2�Ω

0 0 0 0 0 0 0 0
√

2�Ω UX




�

(D.1)

where the ten basis states are |e( p); o( p)〉, |e( p); o(X)〉,  
|e(X); o( p)〉, |e(X); o(X)〉, |e(0); o(2p)〉, |e(0); o( p + X)〉, 
|e(0); o(2X)〉, |e(2p); o(0)〉, |e( p + X); o(0)〉, and |e(2X); o(0)〉 
where o and e denote the two cavities, respectively (p denotes 
photon, and X denotes exciton; 2p stands for two photon, 
p + X stands for a photon and an exciton, whereas 2X rep-
resents two excitons). We consider the case of which the 
detuning in the even cavity is Δ whereas the detuning in the 
odd cavity is −∆. Diagonalization of the Hamiltonian yields 
the ground state energy. By comparing the ground state energy 
with and without the exciton–exciton interaction UX we are 
able to compute the polariton interaction Upl via

Upl ≡ EGS − E(0)
GS ,� (D.2)

where EGS (E(0)
GS) is the ground state energy for a single cavity 

with two quanta including (without) the exciton–exciton 
repulsion.

We determine the phase boundary for the BEC state 
and the Mott insulator state via the criterion tpl/Upl = αc 
for filling factor ν = 1/2. The hopping amplitude tpl is 
determined numerically by the energy difference for two 
pairs of cavities with and without hopping between them. 
The interaction energy Upl is calculated via the above 
Hamiltonian (D.1) and the equation (5). The Mott insulator 
phase is realized in the regime with both strong exciton–
exciton interaction UX and large detuning |∆| (blue regions 
in figure D1). In other regimes polaritons are in the BEC 
phase. Particularly, for small detuning the system is always 
in the BEC phase even though the exciton repulsion UX is 
large. Thus only for large detuning |∆| polaritons are con-
fined in odd or even cavities and the Mott transition at the 
filling factor ν = 1/2.
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